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Abstract—In this paper, a Text-Independent Speaker Identification system is implemented. The Mel Frequency Cepstral coefficients (MFCC’s) have been used for feature extraction and Vector Quantization (VQ) technique is used to manipulate the data such that it maintains the most prominent characteristics. The extracted speech features (MFCC’s) of a speaker is quantized to a number of centroids using the K-mean algorithm. These centroids constitute the codebook of that speaker. MFCC’s are calculated in both training and testing phase. The speaker is identified according to the minimum quantization distance which is calculated between the centroids of each speaker. The performance of the Mel-Frequency Cepstrum Coefficients may be affected by the different factors like number of filters, test shot length, codebook size and the type of window. In this paper, performance comparison of MFCC for the above factors is done to find a best implementation for Text Independent Speaker Identification.
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I. INTRODUCTION

Modern-day security systems are wide-ranging and usually have multiple layers to get through. Besides the standard locks and deadbolts and alarm systems, there are very complex methods to protect the important material. Many of these are methods that permit or restrict a specific individual to access the information, e.g. a computer system with fingerprint recognition, individual’s eye pattern recognition, or voice recognition.

Speaker recognition has been an interesting and challenging research field for the last decades, which still yields a number of unsolved problems. Speaker recognition is basically divided into speaker identification and speaker verification [1]. Verification is the task of automatically determining if a person really is the person he or she claims to be. Speaker identification consists of mapping a speech signal from an unknown speaker to a database of known speakers which the system can recognize. Speaker Identification systems can be subdivided into text-dependent and text-independent methods. Text-dependent systems require the speaker to utter a specific word (pin-code, password etc.), while a text-independent method catches the characteristics of the speech irrespective of the text spoken [14][23].

The focus of this paper is Text-Independent Speaker Identification, meaning the system can identify the speaker regardless of what is being said. This technique consists of extracting a small number of representative feature vectors as an efficient means of characterizing the speaker-specific features. Using training data these features are clustered to form a speaker-specific codebook. In the testing stage, the test data is compared to the codebook of each reference speaker and a measure of the difference is used to make the identification decision. The feature extraction is done using Mel Frequency Cepstral Coefficients (MFCC) [1].

The performance of the Mel-Frequency Cepstrum Coefficients is studied for the different factors like number of filters, test shot length, codebook size and the type of window to find a best implementation for Text Independent Speaker Identification.

II. LITERATURE REVIEW

The speaker identification problem has been addressed in the literature by representing the speech signal using different features, calculated in the frequency and in the time domain.

Today, to represent speech signal various important features like energy, pitch frequency, format frequency [7, 8], linear prediction coefficients (LPC), linear prediction cepstral coefficients (LPCC), Mel-Frequency cepstral coefficients (MFCC) are used [9,10].

MFCC’s has been widely used in many audio processing task, e.g., language identification [9], speech emotion classification [10], and speaker identification [11]. MFCC’s provided a compact representation of the spectral envelope of a frame of speech. Among all cepstral analysis, MFCC’s are proved to be very significant in speaker identification and verification system [7]. MFCC was found to be the optimum feature extraction technique by Douglas and Richard in [6]. In [24], MFCC and LPCC were the techniques used for extracting the features. On their analysis they found good performance by MFCC for extracting the features. In [5], various feature extraction methods like MFCC, LPCC and MMFCC were compared for speech enhancement in noisy environment and MFCC was selected as the optimum feature extraction technique.

Other authors have proposed the use of acoustic features directly obtainable from the time domain, such as pitch, speech rate, voice quality and temporal variation of the audio signal.
III. SPEAKER IDENTIFICATION

Speaker identification is comparing a speech signal from an unknown speaker to a database of known speakers. The system has been trained with a number of speakers which the system can recognize. Speaker identification can be further divided into two branches. Open-set speaker identification decides to whom of the registered speakers’ unknown speech sample belongs or makes a conclusion that the speech sample is unknown. In this work, we deal with the closed-set speaker identification, which is a decision making process of whom of the registered speakers is most likely the author of the unknown speech sample. Depending on the algorithm used for the identification, the task can also be divided into text-dependent and text-independent identification. The difference is that in the first case the system knows the text spoken by the person while in the second case the system must be able to recognize the speaker from any text [6].

The process of speaker identification is divided into two main phases. During the first phase, speaker enrollment, speech samples are collected from the speakers, and they are used to train their models. The collection of enrolled models is also called a speaker database. In the second phase, identification phase, a test sample from an unknown speaker is compared against the speaker database. Both phases include the same first step, feature extraction, which is used to extract speaker dependent characteristics from speech. The main purpose of this step is to reduce the amount of data while retaining speaker discriminative information. In the enrollment phase, these features are modeled and stored in the speaker database. This process is represented in Figure 1.

In the identification step, the extracted features are compared against the models stored in the speaker database. Based on these comparisons the final decision about speaker identity is made. This process is represented in Figure 2.

A. Feature Extraction

The speech signal contains different kind of information about speaker. This includes “high-level” properties such as dialect, context, speaking style, emotional state of speaker and many others [14]. More useful approach is based on the “low-level” properties of the speech signal such as pitch, intensity, formant frequencies and their bandwidths, spectral correlations, short-time spectrum and others [2].

From the automatic speaker identification point of view, it is useful to think about speech signal as a sequence of features that characterize both the speaker as well as the speech. It is an important step in identification process to extract sufficient information for good discrimination in a form and size which is responsible for effective modeling [4]. The amount of data, generated during the speech production, is quite large while the essential characteristics of the speech process change relatively slowly and therefore, they require less data. According to these matters feature extraction is a process of reducing data while retaining speaker discriminative information [3, 4].

The speech wave is usually analyzed based on spectral features. There are two reasons for it. First is that the speech wave is reproducible by summing the sinusoidal waves with slowly changing amplitudes and phases. Second is that the critical features for perceiving speech by humans ear are mainly included in the magnitude information and the phase information is not usually playing a key role [15]. In this paper Mel Frequency Cepstral Coefficients as features for the classification problem are used.
B. Framing and Windowing

The speech signal is slowly varying over time, so when the signal is examined over a short period of time (5-100msec), the signal is fairly stationary. Therefore speech signals are often analyzed in short time segment, which is referred to as short-time spectral analysis [3]. It works as follows: predefined length window (usually 20-30 milliseconds) is moved along the signal with an overlapping (usually 30-50% of the window length) between the adjacent frames as shown in figure 3. Overlapping is needed to avoid losing of information. Parts of the signal formed in such a way are called frames. In order to prevent an abrupt change at the end points of the frame, it is multiplied by a window function. The operation of dividing signal into short intervals is called windowing and such segments are called windowed frames. The most popular window function used in speaker identification is Hamming window function, which is described by the following equation:

\[ h(n) = 0.54 - 0.46 \cos(2\pi n / N - 1), 0 \leq n \leq N - 1 \]  

Where \( N \) is the size of the window or frame. A set of features extracted from one frame is called feature vector.

![Framing and Windowing](image)

**Fig. 3: Framing and Windowing**

C. Mel-Frequency Cepstrum Coefficients

Mel-frequency cepstrum coefficients (MFCC) are well known features used to describe speech signal. They are based on the known evidence that the information carried by low-frequency components of the speech signal is phonetically more important for humans [3]. MFCC computing is based on the short-term analysis, and thus from each frame a MFCC vector is computed. MFCC extraction is similar to the cepstrum calculation except that the frequency axis is warped according to the mel-scale. Summing up, the process of extracting MFCC from continuous speech is illustrated in Figure 4.

![MFCC Block Diagram](image)

**Fig. 4: MFCC Block Diagram**

The speech signal consists of tones with different frequencies. For each tone with an actual frequency, \( f \), measured in Hz, a subjective pitch is measured on the ‘Mel’ scale. The mel-frequency scale is linear frequency spacing below 1000Hz and a logarithmic spacing above 1000Hz [17].

We can use the following formula to compute the mels for a given frequency \( f \) in Hz [25]:

\[ \text{mel}(f) = 2595 \times \log_{10}(1 + f/700) \]  

One approach to simulating the subjective spectrum is to use a filter bank, one filter for each desired mel frequency component. The filter bank has a triangular band pass frequency response, and the spacing as well as the bandwidth is determined by a constant mel-frequency interval.

The DCT implements the same function as the FFT more efficiently by taking advantage of the redundancy in a real signal. The DCT is more efficient computationally.

The MFCCs may be calculated as:

\[ (C_n)^- = \sum_{k=1}^{K} (log S_k)[n(k - \frac{1}{2})\pi/K] \]  

Where \( n = 1, 2, \ldots, K \)
D. Vector Quantization

Speaker identification systems are inherent of a database, which stores information used to compare the test speaker against a set of trained speaker voices. Practically feature extraction with a very large data cannot be achieved. The number of feature vectors would be so large that storing and accessing this information using current technology would be impractical [18].

Vector Quantization (VQ) is a quantization technique used to compress the information and manipulate the data in such a way to maintain the most prominent characteristics. VQ is used in many applications such as data compression (i.e. image and voice compression), voice recognition, etc. Given the extracted feature vectors (known as codeword) from each speaker, each codeword is used to construct a codebook. This process is applied to every single speaker to be trained into the system. Although numerous VQ algorithms exist, Linde-Buzo-Gray algorithm is chosen, since it is the easiest to implement [19].

E. Decision

The decision making logic is handled by a concept known as the threshold. The threshold determines the acceptable boundaries giving the final answer. The system will only result in a solution if the following criteria are met.

1) The system has found the lowest Euclidean Distance between the codebook tested and the various trained codebooks.
2) The distance calculated falls below a pre-defined threshold of acceptance.

Both requirements must be satisfied in order for the system to produce a result, otherwise the voice signal in test will be given as an “unknown speaker”.

The formula used to calculate the Euclidean distance [16] can be defined as following:

\[
\sqrt{(p_1 - q_1)^2 + (p_2 - q_2)^2 + \cdots + (p_n - q_n)^2} = \sum_{i=1}^{n}(p_i - q_i)^2
\]

The speaker with the lowest distortion distance is chosen to be identified as the unknown person.

IV. IMPLEMENTATION

A. Data Description

In order to evaluate the performance of the system as a real time application database is formed which consists of 8 speakers, 4 female and 4 male, their ages are about 20 years old [16]. Training set consists of 30 seconds speech utterance, where the testing sessions were done using three different test shot lengths.

B. Results

The following figures supports that our system identifies the speaker on the basis of the speaker voice characteristics regardless the uttered text.

1) Four different utterances for the same speaker

![Fig. 5: MFCC coefficients for different words from the same speaker.](image-url)
It can be seen in the figure 5 that although the speaker said different utterances; but the shape of the envelope containing the coefficients in general looks the same. This supports the idea that our system recognize the speaker regardless what he/she said.

2) The same utterance by four different speakers

It can be seen in the figure 6 that the shape is different from one speaker to another, its unique for each speaker.

3) The effect of the codebook size on the identification rate

The identification rate for the number of centroids is given the table 1.

<table>
<thead>
<tr>
<th>Number of centroids (C)</th>
<th>Identification rate (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>84.375</td>
</tr>
<tr>
<td>8</td>
<td>95</td>
</tr>
<tr>
<td>16</td>
<td>98.75</td>
</tr>
<tr>
<td>64</td>
<td>98.75</td>
</tr>
</tbody>
</table>

Table 1: Codebook Size V/S. Identification Rate.

The effect of the codebook size on the identification rate can be explained as following; as we increase the number of centroids, this means that the number of clusters will increase, so each cluster will contain less number of feature vectors. As a result, the average vector for each cluster will be with less amplitude’s values. So the difference terms in the Euclidean distance will have less value. Therefore, the distance will decrease and the Identification rate will decrease.

4) The number of the MFCC coefficients.

Increasing the number of mel frequency cepstral coefficients results in improving the identification rate on the expense of the computational time. MFC coefficients are typically in the range (12-15).

<table>
<thead>
<tr>
<th>No. of MFC coefficients</th>
<th>Identification Rate (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>76</td>
</tr>
<tr>
<td>12</td>
<td>91</td>
</tr>
<tr>
<td>20</td>
<td>91</td>
</tr>
</tbody>
</table>

Table 2: Identification Rate V/S The Number Of The Mfc Coefficients

5) The number of filter-banks

To study the effect of changing the number of filters in the filter-bank on the identification rate, the tests were performed using test speakers for different values of the filter-banks and the identification rate for each value is calculated. The results are given in the table 3.

<table>
<thead>
<tr>
<th>Number of Filter-banks</th>
<th>Identification Rate (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>12</td>
<td>15.75</td>
</tr>
<tr>
<td>16</td>
<td>60.75</td>
</tr>
<tr>
<td>20</td>
<td>85.62</td>
</tr>
<tr>
<td>30</td>
<td>96.75</td>
</tr>
</tbody>
</table>

Table 3: Number Of Filter-Banks V/S. Identification Rate Using A Codebook Size Of 64 And 12 Mfcc. It is obvious that number of the filter-banks plays a major role for the purpose of improving the identification accuracy.
6) The performance of the system on different test shot lengths.

To study the performance of different test shot lengths, three tests were conducted using eight test speakers uttering the test speech sample with three different lengths. The results are shown in the table 4.

<table>
<thead>
<tr>
<th>Test speech length</th>
<th>Identification rate (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5 sec</td>
<td>75</td>
</tr>
<tr>
<td>15 sec</td>
<td>85</td>
</tr>
<tr>
<td>25 sec</td>
<td>95</td>
</tr>
</tbody>
</table>

Table 4: Identification Rate for Different Test Shot Lengths.

It can be concluded that the Identification rate increases with large test shot length.

7) Effect of variation in type of window using 32 filters

Considering 32 filters as a standard number of filters we have changed the window type. In this experiment two windows are used viz. Hanning Window and Rectangular window. Results show that efficiency is maximum while using hanning window.

a) Hanning window

<table>
<thead>
<tr>
<th>Speaker</th>
<th>No. of Attempts</th>
<th>False Acceptance</th>
<th>False Rejection</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>4</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>S2</td>
<td>4</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>S3</td>
<td>4</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>S4</td>
<td>4</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>S5</td>
<td>4</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>20</strong></td>
<td><strong>0</strong></td>
<td><strong>5</strong></td>
</tr>
</tbody>
</table>

Table 5: Hanning window

Threshold value of distance = 150, Efficiency = 75%

b) Rectangular window

<table>
<thead>
<tr>
<th>Speaker</th>
<th>No. of Attempts</th>
<th>False Acceptance</th>
<th>False Rejection</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>4</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>S2</td>
<td>4</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>S3</td>
<td>4</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>S4</td>
<td>4</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>S5</td>
<td>4</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>20</strong></td>
<td><strong>0</strong></td>
<td><strong>9</strong></td>
</tr>
</tbody>
</table>

Table 6: Rectangular window

Threshold value of distance = 150, Efficiency = 55%

V. CONCLUSION

The Text-Independent Speaker Identification system is implemented. The feature extraction is done using Mel Frequency Cepstral Coefficients (MFCC) and the speakers were modeled using Vector Quantization technique. Using the extracted features, a codebook from each speaker was built. Clustering of the feature vectors is done using the K-means algorithm.

The performance comparison of MFCC for the different factors like number of filters, test shot length, codebook size and the type of window is done to find a best implementation for text independent speaker identification. The study shows that as the number of centroids increases, the identification rate of the system increases. Also, the number of centroids has to be increased as the number of speaker’s increases. The study shows that as the number of filters in the filter-bank increases, the identification rate increases. Results also showed that reducing the test shot lengths reduced the identification accuracy. In order to obtain satisfactory result for real time application, the test data usually needs to be more than ten seconds long.
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