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Abstract—The spanning tree is subset of a graph, which consists of all its vertices covered with minimum number of edges. A spanning tree does not contain cycle. A minimum spanning tree of an edge weighted graph is a spanning tree with the smallest possible weight than every other spanning tree for the same graph. Kruskal’s algorithm and Prim’s algorithm are the two widely used algorithms to obtain the minimum spanning tree of a graph. This paper aims at reviewing the construction of minimum spanning tree using Prim’s algorithm and Kruskal’s algorithm.
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I. INTRODUCTION

A connected and acyclic undirected graph is known as a tree. A spanning tree of a graph G consists of all the vertices connected by minimum number of edges. Thus a spanning tree is still a connected graph with no cycles. Many spanning trees can be obtained from an edge-weighted connected undirected graph. The weight of a spanning tree is the sum of weight of the edges in the spanning tree. The spanning tree with the minimum weight is called the minimum spanning tree. Minimum spanning trees find application in many areas including pattern recognition, network reliability, chemical physics, network design and cluster analysis.

The two well-known Greedy approaches for constructing a minimum spanning tree are Prim’s algorithm and Kruskal’s algorithm. The Greedy technique always makes a choice that is best at that instant. Both Prim’s and Kruskal’s algorithm work on undirected edge-weighted graphs.

II. DESCRIPTION OF PRIM’S ALGORITHM

Prim’s algorithm uses greedy technique for finding a minimum spanning tree of an edge-weighted connected graph. The memory access pattern and memory organization has a great impact on the performance of Prim’s algorithm [2][10].

The main steps of Prim’s algorithm are as follows:

1) Step 1: Remove all loops and parallel edges if any from the graph. With regard to parallel edges, the one with least cost/weight is retained while all the other nodes are removed.

2) Step 2: A node is chosen randomly as the current node and marked as visited. Its distance is set to zero. The distance of all the other nodes are set to infinity.

3) Step 3: All the unvisited nodes with their edges incident on the current node are considered. The edge with the smallest cost/weight is chosen.

4) Step 4: The other node of the smallest cost/weight edge chosen in step 3 becomes the new current node.

5) Step 5: Steps 3 and 4 are repeated until no more nodes are left unvisited.

6) Step 6: Completion of the above steps results in a minimum spanning tree.

The time complexity of Prim’s algorithm is O(V^2) if the graph is represented using an adjacency matrix. Figure 1 shows an edge-weighted undirected graph G = (V, E) with six vertices and nine edges labelled with cost/weight.

Fig. 1: An edge-weighted undirected graph

The graph can be represented using an adjacency matrix to keep track of the nodes adjacent to a given input node. The adjacency matrix for the graph of figure 1 is shown below (in Table 1).

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>2</td>
<td>1</td>
<td>4</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>0</td>
<td>7</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>3</td>
<td>5</td>
<td>0</td>
<td>8</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>3</td>
<td>5</td>
<td>0</td>
<td>9</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>0</td>
<td>9</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>7</td>
<td>8</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 1: Adjacency Matrix for Figure 1

The time complexity of Prim’s algorithm can be reduced if the graph is represented using an adjacency list.

A. Algorithm 1: Algorithm for implementing Prim’s algorithm.

/* G=graph, c=cost/weight, r=root node, N=set of nodes visited, Q=queue */
PRIMS_MST (G, c, r)
{
for each vertex u Є V [G]
//distance of all other nodes set to infinity
distance [u] = \infty
// Predecessor node is initially empty
parent [u] = NIL
// set of nodes visited is initially empty
N = \emptyset
//distance of root node is set to zero
distance [r] = 0
//All nodes are initially placed in the queue
Q = v [G]
while (Q ≠ Φ)
  u = EXTRACT_MIN (Q)
  Q = Q - u
  If parent (u) ≠ NIL
    /* node and its parent node are included in the visited set N */
    N = N U (u, parent (u))
  /* obtain the nodes adjacent to vertex u from the adjacency matrix */
  for each V C adj [u]
    /* compares current distance with existing value */
    if V C Q and c (u, v) < distance [v]
      parent [v] = u
      distance [v] = c (u, v)
  }
  Prim’s algorithm is easy to understand. As root node is chosen in the beginning there is clarity about the starting node.

III. DESCRIPTION OF KRUSKAL’S ALGORITHM
Kruskal’s algorithm uses greedy approach for finding the minimum spanning tree of an edge-weighted connected graph. This algorithm treats every node in the graph as an individual tree. Thus the graph is treated as a forest.

The main steps of Kruskal’s algorithm are as follows:
1) Step 1: Remove all loops and parallel edges if any from the graph. In case of parallel edges, the one with least cost/weight is retained while all others are removed.
2) Step 2: Arrange all the edges in increasing order of their cost/weight.
3) Step 3: Choose an edge with the smallest cost/weight. Check whether including this edge forms a cycle in the spanning tree formed so far. If cycle is formed the edge is discarded. Else it is included.
4) Step 4: Repeat step 3 until all vertices are considered.

The algorithm for implementing Kruskal’s algorithm [12] (in Algorithm 1) mainly uses three functions namely,
- MAKE_SET()
- FIND_SET()
- UNION()

MAKE_SET (v) creates a set containing only the element v.
FIND_SET (u) finds the subset to which node u belongs.
UNION (u,v) combines the two subsets.

A. Algorithm 1: Algorithm for implementing Kruskal’s algorithm.

// G = Graph, c = cost/weight
Kruskals_MST (G, c)
{
  /*Initialize set of edges N to null*/
  N = Φ
  for each vertex v C V [G]
    /*creates |v| trees, one containing each vertex*/
    MAKE_SET (v)
  Sort the edges of G into increasing order by cost/weight
  for each edge (u, v) C E in increasing order by cost/weight
    If FIND_SET (U) ≠ FIND_SET (V)
      /* add the edge (u, v) to set N*/
      Then N = N U {(u, v)}
      //merges the vertices in the two trees
      UNION (u, v)
  return N
}

Kruskal’s algorithm is easy to understand and works well on graphs with large number of edges and vertices.

IV. COMPARISON BETWEEN PRIM’S AND KRUSKAL’S ALGORITHM
The time complexity of Prim’s algorithm is O (ElogV) when implemented using a binary heap. However, the time complexity is reduced to O(E+VlogV) if implemented using Fibonacci heap. The space complexity of Prim’s algorithm [1] is 4E+5V.

The time complexity of Kruskal’s algorithm is O(ElogV) or O(ElogE). The space complexity of Kruskal’s algorithm [16] is O(E+ElogV).

The time complexity [11] and space complexity of both Prim’s algorithm and Kruskal’s algorithm is summarized in Table 2.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Time Complexity</th>
<th>Space Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prim’s algorithm</td>
<td>O(ElogV) using binary heap</td>
<td>4E+5V</td>
</tr>
<tr>
<td></td>
<td>O(E+VlogV) using Fibonacci heap</td>
<td></td>
</tr>
<tr>
<td>Kruskal’s</td>
<td></td>
<td></td>
</tr>
<tr>
<td>algorithm</td>
<td>O(ElogV) or O(ElogE)</td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Complexity of Prim’s and Kruskal’s algorithm

V. CONCLUSION
This paper presents a review on the two minimum spanning tree construction algorithms namely Prim’s algorithm and Kruskal’s algorithm. It is observed that Prim’s algorithm is faster for dense graphs and Kruskal’s algorithm is faster for sparse graphs. The space requirement of Prim’s algorithm is less compared to Kruskal’s algorithm.
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