Prediction of House Price using Machine Learning Approach
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Abstract— This paper aims to predict the price of a house on the basis of key parameters such as LotArea, Year built, Overall Quality, LotConfig, GarageArea, GarageType etc. In this paper, we have taken approximately 40 such parameters for prediction purpose. We have taken the data from a website where recent competitions of data science based projects are displayed with very high prize money. The data set contains more than 1400 records. We have used multiple linear regression method for prediction purpose. In regression, we have some features which are taken as predictors and one output which is real value for the given features. The benefit of this paper will be to predict the price of a house on basis of key parameters and there will be no need of agents for asking everything regarding real estate prices. This paper will help the customer to know whether they are investing right amount for real estate or not.
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I. INTRODUCTION

House price depends on number of parameters such as area, year built, house style, lot shape, condition and many more. It is generally acknowledged that the price of real estate is highly complicated and is interrelated with a multitude of factors [2]. Hedonic price theory assumes that a commodity such as a house can be viewed as an aggregation of individual components or attributes. Consumers are assumed to purchase goods embodying bundles of attributes that maximize their underlying utility function [1]. In this paper, we have taken such 40 parameters which are being considered as predictors for house price. Prediction has always been an exciting feature of data mining that makes it more interesting. As far as data is concerned, it's been taken from a website where recent competitions of data science based projects are displayed with very high prize money. So it increases the validity and correctness of data. The data set contains more than 1400 records. Prediction is always useful before executing the task. Here we have performed prediction on house pricing, so it’s obviously useful for customers who are looking for buying the house. An accurate prediction on the house price is important to prospective homeowners, developers, investors, appraisers, tax assessors and other real estate market participants, such as, mortgage lenders and insurers [1]. For the prediction purpose, we have used regression technique, which is kind of supervised learning. In regression, we have some features which are taken as predictors and one output which is real value for the given features. In this paper, we have used machine learning approach along with multiple regressions to prepare the model such as LMS update rule and stochastic gradient descent approach.

II. METHODOLOGY AND TOOLS

The following figure shows the path that we have used for preparing a model for the prediction purpose such as house price prediction:

![Fig. 2: Path Used For Preparing a Model for Prediction](image)

In data mining, preprocessing plays a very important role because it is the first step which is performed to work on data whether it is about prediction or mining information etc. Noisy and erroneous data makes algorithms useless which we apply to mine data. So before processing, data needs to be investigated and pre-processed. Then only it makes it useful [3]. The most common issue that comes during the process of knowledge discovery through data mining includes the missing values. A dataset with 1–5% missing values may not impact as much whereby from 5–15% range requires sensitive algorithms to apply [4]. As preprocessing of the data set takes 70% of the time to make data set useful and according to as per requirement of algorithms. So, we have also performed preprocessing on data. As we discussed, that there are approximately 40 parameters, we pre-processed...
them first. Some of the features were not in the form of directly use so we make them useful for our purpose. There were some features like Alley which were not given properly so we removed such features from the data. Similarly there were some features which were having common values for all training data so they were like useless so we removed them. Information given in some features were not in required form, we converted those features into required form. At the end, after removal or interchange, we used approximately 35 such features which have been result oriented for us.

As far as tools are concerned, we used R language for preprocessing: R language is very efficient and useful for such preprocessing tasks. Once the data was ready to work upon, then we applied some regression techniques to achieve our purpose of prediction. Regression may be simple and multiple. In simple regression, there may be linear or non-linear regression. Similarly in case of multiple regression, there may be linear or non-linear regression. But as we had more than 2 features, so we used multiple regression for preparing a model to predict the final value based on input features. In many applications, multiple linear regression can be used such as in the investment estimation of urban bridge engineering etc. [6]. There are some other approach also that can be used for prediction such as Multiple Linear Regression, Random Forest, and Artificial Neural Network and these approaches can be compared using the Mean Absolute Error and the correlation coefficient [7].

For multiple linear regression, we have
\[ Y = B_0 + B_1X_1 + B_2X_2 + \ldots + B_NX_N, \]
Predictors=(X_1,X_2, \ldots \ldots ,X_N),
Coefficients/Parameters=(B_0,B_1,B_2, \ldots ,B_N) and Y is the predicted value.

It can be represented as: \( m \)
\[ h(x) = \sum B_iX_i \quad [h(x) \text{ should be close to } Y] \]
i=0

There is a cost function \( J(\alpha) \) such that: \( m \)
\[ J(\alpha) = \frac{1}{2} \sum (h(x) - (y))^2 = 1 \]
the objective is to find \( \alpha \) that minimizes \( J(\alpha) \).

To meet this objective, we used LMS algorithm that works with initial guess of \( \alpha \). Then it repeatedly update \( \alpha \) to make \( J(\alpha) \) smaller until it converges to minima.

\[ \alpha \]
\[ B_j = B_j - \alpha \quad J(\alpha) \]
\[ \delta B_j \]

\( J \) is convex quadratic function, so has a single global minima. Gradient descent eventually converges at global minima. At each iteration this algorithm takes a step in direction of steepest descent.

LMS algorithm works very well and efficient to find coefficients and it is not only used to find coefficients in a normal way but it removes noise also while generating the parameters [8]. It also uses Stochastic Gradient Descent approach to minimize the noise. Stochastic gradient descent is a simple approach to find the local minima of a cost function whose evaluations are corrupted by noise [9].

So we used LMS algorithm to learn the parameters. When one training example is processed, we learn parameters but as other training example comes into existence, the parameters are updated and this process continues till all other training examples are processed. However there are some other methods also but we used LMS algorithm since it is more efficient and useful in case of regression related tasks. In case of simple linear regression, there is direct given formulas of parameters that can be used for the prediction. But when it comes of multiple linear regression, the parameters are updated through processing of training examples. So as we discussed earlier that we used approximately 1400 records, we found parameters through processing these training examples one by one.

### III. RESULTS

#### A. Inputs

<table>
<thead>
<tr>
<th>DATA</th>
<th>Partitioning Method</th>
<th>Set Random Seed</th>
<th>Seed Value</th>
<th># Records in the training data</th>
<th># Records in the validation data</th>
<th># Records in the test data</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Random Partition</td>
<td>TRUE</td>
<td>12345</td>
<td>730</td>
<td>438</td>
<td>292</td>
</tr>
</tbody>
</table>

#### B. Regression Model

<table>
<thead>
<tr>
<th>Input Variables</th>
<th>Coefficient</th>
<th>Std. Error</th>
<th>t-Statistic</th>
<th>P-Value</th>
<th>CI Lower</th>
<th>CI Upper</th>
<th>RSS Reduction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>25198.76</td>
<td>199283.098</td>
<td>0.012644373</td>
<td>0.989915</td>
<td>-3887565</td>
<td>3937963</td>
<td>2.39E+13</td>
</tr>
<tr>
<td>MSSubClass</td>
<td>-161.3781</td>
<td>38.71987239</td>
<td>-4.16783674</td>
<td>3.46E-05</td>
<td>-237.399</td>
<td>-85.3567</td>
<td>1.11E+10</td>
</tr>
<tr>
<td>LotFrontage</td>
<td>67.7717</td>
<td>63.5643009</td>
<td>1.066191159</td>
<td>0.286706</td>
<td>-57.0284</td>
<td>192.5718</td>
<td>4.84E+11</td>
</tr>
</tbody>
</table>
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Data model is prepared that can be used for the prediction purpose. Intercept is $B_0$ and other values are coefficients for corresponding input predictors. While performing the testing, the predicted value was quite close. But definitely, the result can be still improved by performing more closely updation on coefficients. Then we may have less error. But still, results are quite effective and we have found all parameters and coefficients which are required for the prediction purpose.
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