Simulative Analysis of Turbo Codes with Block Interleaver using Different Modulation Schemes on Rayleigh Channel
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Abstract— Turbo codes can be achieved by parallel concatenation of two or more codes. These codes have been the subject of intense research as they are producing results very close to the theoretical limits set by Shannon. These are forward error correction (FEC) codes developed within Shannon limits. These codes have been successfully implemented in 3G mobile systems and satellite communication systems as well as other applications where designer seek to achieve reliable information transfer over bandwidth or latency constrained communication link in the presence of noise that can cause errors in the transmitted information. In this paper work is outlined using recursive convolutional encoder with fixed constraint length and block interleaver with different modulation schemes such as BPSK, QPSK, QAM to modulate the data and then this data is transferred using Rayleigh channel with additive white Gaussian noise and viterbi iterative decoding algorithm is used at decoding process. The focus of the work in this paper is based on the performance of turbo codes in terms of bit error rate (BER) vs Eb/N0. Then comparison of these techniques is done. This whole system is simulated using MATLAB.
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I. INTRODUCTION

Turbo codes were first introduced by Berrou, Glavieux and Thitimajshima in their paper “near Shannon limit error correcting coding and decoding: Turbo Codes”. The performance that had been presented in this paper was far better than what had previously done in channel coding field. They had described a scheme which can achieve a bit error probability of $10^{-5}$ using a rate $\frac{1}{2}$ code over an additive white Gaussian noise (AWGN) channel over BPSK modulated system at an $E_b/N_0$ of 0.7 dB.

It is theoretically possible to approach the Shannon limit by using a block code with large block length or a convolutional code with a large constraint length. The processing power required to decode such long codes makes this approach impractical. Thus to overcome this problem turbo codes were developed. Turbo codes are nothing but the extended version of convolutional codes[4]. The performance of turbo codes in terms of BER is closer to Shannon limit. In turbo codes we have divide the long strings of message bits which is to be encoded into small blocks that’s why turbo codes are also called as block codes. Then these concatenated versions of codes are interleaved using an interleaver in the encoder to generate the required encoded message, then at the final stage i.e. at decoder side iterative decoding method is used. The term “turbo” actually reflect the iterative decoding associated with the turbo codes. Also, turbo decoding is used as a synonym for iterative decoding at many places. In this the soft decision is passed from the output of one decoder to the input of the other decoder and this iteration is done several times to produce more reliable decision by decoder.

Fig.1: Turbo Encoding and Decoding Principle

Thus, Turbo codes overcome this limitation of convolutional codes by using recursive coders and iterative soft decoders. The recursive encoder makes convolutional codes with short constraint length appear to be block codes with a large block length, and the iterative soft decoder progressively improves the estimate of the received message(6). Through the combination of this concatenated encoding and iterative decoding algorithm a very large and a complex code has been constructed which can be decoded with lower bit error probability and less complexity.

II. DEVELOPMENT OF SYSTEM MODEL

![System Model](image)

A. Binary signal generator

It generates the binary symbols of random pattern that are the message bits which are encoded by the encoder in the following stages.

B. Turbo encoder

1) Turbo encoder structure

Turbo encoder is the parallel concatenation of number of RSC codes. It basically consists of n number of encoder and n/2 no of interleavers. To keep the complexity low usually the number of encoders are also kept low ie 2 so the number of interleavers will be 1. Thus two identical encoders and 1 interleaver is used. The input to the first encoder are the message bits which are to be encoded and the input to the second encoder is an interleaved version of the message bits,
thus the outputs of encoder 1 and encoder 2 are time displaced codes generated from the same input sequence[8]. The basic design of turbo encoder is shown as below:

![Design of Turbo Encoder](image)

The encoders used in the turbo encoder are recursive systematic convolutional encoders i.e. normal systematic convolutional encoders but with feedback as shown in fig 3. For every systematic code the information sequence is a part of the codeword, which correspond to the direct connection between the input and one of the outputs. For each input bit, encoder generate two bits, first is called as systematic bit and another is called as parity bit. The encoder input and parity bits are denoted by i and p respectively. Due to this generally, the code rate of turbo codes is taken as 1/2.

![Recursive Systematic Convolutional Encoder](image)

The state diagram and trellis structure for the above turbo encoder is given as below:

<table>
<thead>
<tr>
<th>Input state</th>
<th>I/p bit</th>
<th>$A_{k-1}$</th>
<th>$A_{k-2}$</th>
<th>O/P state $U_t-V_t$</th>
<th>Next state $A_{k}$</th>
<th>$A_{k-2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>00</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>10</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>01</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>11</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

![Truth Table & State Diagram](image)

C. Interleaver

Interleaver is one of the basic building block of the turbo encoder design. In this interleaving is performed on the message bits before it is fed to the second encoder constitute of re-ordering of the message bits. The combination of this two i.e. encoder and interleaver gives us the solution of two major problems related to coding: (1) the creation of codes with good distance property. (2) the codes can be efficiently decoded through iterative decoding(2). In general, interleaver performs re-ordering of message bits and the performance of the turbo codes get enhanced when the interleaver size is increased. Because it has positive influence on both code property as well as on iterative decoding capability of the system. In this system we have used block interleaver which generate the permutation vector first and then according to this permutation vector randomly blocks are produced to interleave the required data.

D. BPSK

Binary phase shift keying ie BPSK modulator is used in this system that will modulate the encoded data produced by the turbo encoder with a carrier signal so that it can be transmitted on another frequency of the signal.

$$V_{b}^{psk}(t) = b(t) \cos w_{0}(t)$$

The bit error rate for BPSK over racian channel is given by:

$$P_b = \frac{1}{2} erfc \left( \frac{|h|^2E_b}{N_0} \right)$$

Where $gamma = \frac{|h|^2E_b}{N_0}$

E. Qpsk (quadrature phase shift keying)

QPSK involve changing the phase of the transmitted waveform at 4 different phases. Each phase change represent a particular set of data. QPSK modulated signal undergoes four different phases which can take value of $\pi/4$, $3\pi/4$, $5\pi/4$, $7\pi/4$. Each symbol represent two different binary bits.

F. Qam (quadrature amplitude modulation)

ASK is combined with PSK to create a modulation scheme in which both phase and amplitude gets changed at the same time. It is called as quadrature amplitude modulation (QAM). In QAM data is transmitted by changing the
amplitude of two carrier waves which are out of phase with each other by 90° and thus called quadrature. Hence the system is called as quadrature amplitude modulation.

Most common forms of QAM are 16-QAM, 64-QAM, 128-QAM, 256-QAM. As the order of modulation increases its susceptibility towards noise also get increased so higher order QAM deliver data less reliably than lower order QAM signals.

G. Rayleigh channel

When signal is transmitted over a channel it gets faded and converted into a multipath signal. The delays associated with different signal paths in a multipath fading channel change in an unpredictable manner and can only be characterized statistically. When there are a large number of paths, the central limit theorem can be applied to model the time-variant impulse response of the channel as a complex-valued Gaussian random process. When the impulse response is modeled as a zero mean complex-valued Gaussian process, the channel is said to be a Rayleigh fading channel. Rayleigh channels are useful model of real world phenomenon in wireless communication system. These phenomenon include multipath scattering effect, time dispersions and Doppler shifts that arise from relative motion between transmitter and receiver.

H. Demodulator

With reference to the modulation scheme which is used for the modulation of data its corresponding demodulator form is used to retrieve the original data signal which is to be supplied to the decoder. Demodulator will extract the original signal form the carrier signal and then this original signal is further used for the decoding process.

I. Viterbi decoder

The Viterbi Decoder block decodes input symbols to produce binary output symbols.(1) This block can process several symbols at a time for faster performance. This block can output sequences that vary in length during simulation.

It is widely used in communication systems to decode a data sequence that has been encoded by a “finite-state” processes. It involves coding of data, adding noise, and then decoding the data. In this algorithm output is an estimate of the original data. Viterbi algorithm is optimal in the maximum likelihood sense i.e it finds the input that is most likely, given the observed channel output. The Viterbi decoder calculates a semi-brute-force estimate of the likelihood for each path through the trellis. Once the estimates for all states in a step/iteration of the trellis have been calculated, the probabilities for all previous steps/iterations can be discarded; only the most likely entry to a state must be remembered. It comprises four basic steps(5):

1. Calculate the trellis; this step is further consisting of two parts given as follow:
   - Weight the trellis branches by calculating branch metrics
   - Compute the minimum weight path to time n+1 in terms of the minimum weight path to time n. retain step decisions and uses add- compare-select (ACS) algorithm.
2. Find the last state of the minimum weight path.
3. Find the entire minimum weight path which is also called as survivor path decode or traceback.
4. Reorder bits into correct forward ordering.

I) Calculating the trellis

In this each branch is assigned a weight, called a branch metric. The branch metric is a measure of the likelihood of the transition given the noisy observations.

- Likelihood of a transition is given by an appropriate measure of the “distance” between an ideal encoder output and the actual received signal.
- The overall goal of this step is to find the minimum weight path (often called shortest path) through the trellis. It further consist of two parts:

   a) Branch metric calculations

   - It finds more likely transitions receive lower weights
   - Example: – Receive: {0.13, 0.89} – Branch with {0,1} outputs receives a lower weight (because it was the more likely transmitted pair) than the {1,0} branch
   - A very simple implementation would add just the differences between received values, for example:
     - Starting state: 0,1 Notice from State Graph 0/01 and 1/10 are only options
     - Receive: {0.13, 0.89}
     - Branch {0,0} Impossible, not present on State Graph – Branch {0,1} Branch metric = |0−0.13| + |1−0.89| ≈ 0.24
     - Branch {1,0} Branch metric = |1−0.13| + |0−0.89| = 1.76
     - Branch {1,1} Impossible, not present on State Graph

   b) ACS

   Goal of this step is to find the most likely entry path into a state

   - It adds previous state metric to current branch metric – for first branch and for second branch.
   - It compares which incoming branch produces the lower metric (higher probability)
   - Then, it selects the minimum and save the branch.
   - Fully parallel viterbi decoders use many ACS datapaths to calculate an entire trellis state update in one cycle.

A. ACS hardware
2) **Finding the most likely path**
   - After all data have been processed, we must find the most likely path through the trellis
   - It is done by searching through the final “column” of states and selecting the most likely (lowest weight)
   - Operation is done infrequently as compared to other calculations

3) **Traceback**
   The goal of this step is to read out the best estimate for all decoded bits. The process begins at the most likely state and it follows this procedure for each state in the trellis(9).
   1) It read stored decision bit from ACS
   2) Then output this “decoded bit”
   3) Then, it uses the decision bit to calculate the previous state in the trellis
   4) <Repeat>

4) **Reorder output bits**
   Bits output from the traceback operation are in reverse order (last bit out corresponds to first receive). It needs logic and memory to buffer and reverses order.
   This is how the viterbi decoder works which is used for the decoding process of the encoded data and to obtain the transmitted signal.

### III. RESULTS AND DISCUSSIONS

This whole system is simulated using MATLAB code with recursive convolutional encoder random interleaver and iterative viterbi decoder in which different parameters are used and the following results are simulated. These results are simulated using following parameters:
- No of iterations 5
- Eb/N0 ranges from 0 to 10
- Signal to noise ratio is 0.7 dB with these the following results are obtained which are showing the BER ie bit error rate vs Eb/N0.

When QPSK modulated signal are used for the transmission of encoded data we obtain the following BER performance.

When QAM modulated signal are used for the transmission of encoded data we obtain the following BER performance.

When BPSK modulated signal are used for the transmission of encoded data we obtain the following BER performance.

If we compare all three BER performances of different modulation schemes we get the following results which is very clearly showing that QPSK scheme perform best in this situation than other two modulation schemes. BER for qpsk scheme is minimum compared to others. If we arrange them in terms of BER performance in the given conditions we can say that their performance can be expressed as:

QPSK > QAM > BPSK
Simulative Analysis of Turbo Codes with Block Interleaver using Different Modulation Schemes on Rayleigh Channel
(IJSRD/Vol. 3/Issue 03/2015/838)

Fig. 10: Comparison of Different Modulation Schemes Using Block Interleaver

IV. CONCLUSION
Despite of other technologies being used today turbo codes have been emerged as one of the most promising technology in wireless and satellite communication systems. A practical communication system is being designed and simulated using MATLAB codes and the results are discussed using different modulation schemes with BER curve to compare which system perform better under certain conditions.
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