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Abstract— Many real world problems involve data which can be considered as multi-label data streams. Efficient methods exist for multi-label classification in non-streaming scenarios. However, learning in evolving streaming scenarios is more challenging, as the learners must be able to adapt to change using limited time and memory. Classification is used to predict class of unseen instance as accurate as possible. Multi label classification is a variant of single label classification where set of labels associated with single instance. Multi label classification is used by modern applications, such as text classification, functional genomics, image classification, music categorization etc. This paper introduces the task of multi-label classification, methods for multi-label classification and evolution measure for multi-label classification. Also done comparative analysis of multi label classification methods on the basis of theoretical study and then on the basis of simulation done on various data sets.
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I. INTRODUCTION

Real-time analysis of data streams is becoming a key area of data mining research as the number of applications demanding such processing increases. Nowadays, data is generated at an increasing rate from sensor applications, measurements in network monitoring and traffic management, log records or click-streams in web exploring, manufacturing processes, call detail records, email, blogging, twitter posts, and other sources[1,2].

In the traditional supervised classification task, each example is associated with a single class label. A classifier learns to associate each new unseen example with exactly one of these known class labels. When each example may be associated with multiple labels, then this is called multi-label classification. Hence multi-label classification is simply the classification task where each example may be associated with multiple labels.

The goal of classifier is to produce a model which predicts label of the test data given only the test data attributes. In classification problems, each instance of a dataset is associated with just one class label that is single label classification. (As shown in fig. 1)

However, there are many classification tasks where each instance can be associated with one or more class labels. This group of problems represents an area known as Multi-Label Classification. (As shown in fig. 2) Multi-label classification methods are increasingly required by modern applications, such as text classification, gene functionality, music categorization and semantic scene classification. The number of class labels is predicted for each instance[3,4].

Multi-label stream classification (MLSC) has emerged recently as an extension to conventional stream classification in response to applications where arriving data instances can or must acquire more than one label. This typically happens either because the labels are orthogonal or because it is not practical to define labels that are completely distinct and intuitive at the same time. Orthogonal labels are encountered e.g. in the categorization of incoming mails or enterprise document: such instances may be relevant to a thematic label, as well as to a label concerning confidentiality. Such classes are a priori orthogonal, but correlations may be encountered.

Multi-label classification of static data enjoys increased attention in recent years. An overview of the domain[3], including discussion of applications. Solutions for static data do not readily transfer to stream scenarios though, since they assume static concepts and availability of all data for learning. On the other hand, research on single-label stream classification has contributed several powerful algorithms for an overview that exhibit good predictive power and fast adaptation to concept drift. In principle, drift adaptation encompasses monitoring the distribution of positive and negative examples within some window, and discarding old examples when the most recent data indicate a change in the distribution. Some of these solutions have been extended to the multi-label case, without however explicitly addressing a number of challenges that are specific to multi-label streams. A multi-label data stream contains separates multiple targets (concepts), and it is impractical to assume that all of them will start drifting simultaneously or at the same rate. Essentially, each concept is likely to exhibit its own drift pattern. Another challenge of multi-label data is the class imbalance problem: each label has usually more negative than positive examples, but still some labels have much more positive examples than others. If a single window is used, it is expected that some labels will have enough examples for learning the positive class, but many labels may have little or even no positive examples.

We present a new approach that deals with the above challenges of MLSC. Our new Multiple Windows with Buffer (MW-Buffer) method first create a buffer and then maintains two fixed-size windows per label, one for
positive and one for negative examples. This is accomplished in a space-efficient way through instance-sharing between windows. In addition, we present a time-efficient instantiation of this method using Naive Bayes as the base classifier for each label[5,26].

The rest of the paper is organized as follows, in section 2; we discuss existing work on multi-label stream classification and further relevant literature. Section 3 presents our contributions. It is followed by the empirical evaluation in section 4. The last section concludes our study.

II. RELATED WORK
One of the first methods for MLSC is[10,11]. It assumes that stream instances arrive in chunks of size S and builds an ensemble of K classifiers, on K successive chunks. To deal with concept drift, every S example the oldest model is replaced by a model built on the latest chunk. The authors used stacked binary relevance to learn from each chunk, but the method could be coupled with any batch multi-label learner.

Another work dealing with multi-label stream present a framework for generating synthetic multi-label data streams along with a novel MLSC method[14,17] based on the Hoeffding Tree[21], a popular decision tree classifier for single-label streams. Their method extends the Hoeffding Tree by using a multi-label definition of entropy and by training multi-label classifiers at the leaves of the tree. However, it does not offer drift adaptation, hence is not suitable for classifying evolving multi-label streams. The aforementioned approaches try to tackle MLSC by combining existing stream and multi-label classification methods but they do not deal explicitly with the special characteristics of a multi-label stream such as independent concept drift for each label (or group of labels) and skewness in the distribution of positive and negative examples for most of the labels[26].

In single-label data streams, most approaches assume balanced distributions of positive and negative examples. This method processes the stream instances in batches. It tries to build balanced training sets as follows: all positive examples are kept, while the negative examples of the latest chunk are undersampled, and organized (together with the positive ones) into multiple disjoint samples. Then, an ensemble of classifiers is trained, which is completely rebuilt upon the arrival of the latest chunk. Ensemble re-learning is computationally expensive, though. Moreover, retaining all positive examples may 1) prevent the learner from adapting properly to drift and 2) prohibitively increase re-training time. We follow a similar strategy to deal with label skewness in multi-label streams but we impose a limit in the number of positive examples that we keep for each label. This way we overcome the aforementioned disadvantages of the method of and make it more suitable for multi-label streams where each label has its own degree of skewness.

Furthermore, our method is instance incremental and thus allows faster adaptation to drift and avoids the computational overhead of rebuilding the model from scratch[26,27].

In Multiple Window Approach, there are two windows one for positive and one for negative examples. So in this method there are so many negative examples as compared to positive examples. So it undersamples the positive and oversamples the negative examples. So positive to negative label ratio is very less.

III. OUR CONTRIBUTIONS
A. Multiple Windows with Buffer Approach:
Our approach starts with the buffer approach in that buffer first store all the labels values after that it follows the moving-window approach. As its name implies, this idea is about maintaining a classifier that is trained from a moving window of recent examples[26].

A couple of issues can arise if we attempt to apply this idea to multi-label data: a) each label constitutes a different learning problem, including a different rate of concept drift. b) The distribution of positive and negative examples of for most labels will be skewed, and the negative example are expected to dominate, so that the few positive examples will be insufficient for learning the positive class for some of the labels. An option here is to increase the size of the window, allowing a sufficient number of positive examples for all labels. However, this would increase the probability of concept drift occurrence in the window[26,31].

To deal with the above issues we propose the following approach. We first create a buffer for storing all the positive and negative label values. After that each label is associate with two fixed size instance windows, one for positive and one for negative examples.

First we store all the negative and positive examples in buffer after that we set Threshold Value (T.V.) of that buffer after that if negative to positive examples are below or positive to negative examples are above than Threshold Value at that time we simply transfer that directly to window and continue same procedure on next set of examples, but if negative to positive examples are above or positive to negative examples are below then the Threshold Value (T.V.) at that time simple hold all the examples in buffer and cannot put all in window and wait till the next opposite case means same number of positive to negative examples occur in buffer at that time we simply put all these examples in window and continue same procedure on next set of examples.

Compare to a Multiple Window (MW) approach that would use only multiple window, our approach effectively oversamples the positive and undersamples the negative examples for all labels. The oversampling is achieved by adding the most recent positive examples that appear prior to that window and the undersampling by retaining only the most recent negative examples. Fig 3 contrasts the two approaches.

Our technique reduces the high variance caused by the insufficient positive examples available to a classifier operating in a multiple window, leading to reduced classification error. In the case of concept drift, the bias may increase by the introduction of old positive examples caused by oversampling. However, this increase is expected to be small because the negative examples are expected to always be current.

We follow the binary relevance (BR) approach, since we transform the multi-label problem into multiple binary problems and tackle each problem independently. BR
has been criticized in the past for ignoring potential underlying label correlations, but, in the meanwhile, there are BR-based methods that overcome this limitation. We use the independent modelling of BR, because it allows us to effectively handle the expected differences in frequency and concept drift between the labels. BR offer also a number of further advantages: a) it can be combined with any binary classification algorithm, b) it can easily handle the appearance of new labels by training a new corresponding binary classifier, c) it can be easily parallelized to achieve a constant time complexity with respect to the number of labels[30,31].

This method is basically binary classification of labels. So it transforms original multi label dataset into [L] single label dataset. It builds binary classifier for each label. For the classification of new instance, BR gives union of the labels that are positively predicted by [L] classifier[32,33].

A relevant advantage of the BR approach is its low computational complexity compared with other Multi label methods. For a constant number of examples, BR scales linearly with size q of the label set L. Considering that the complexity of the base-classifiers is bound to O(C), the complexity of BR is qxO(C). Thus, the BR approach is quite appropriate for not very large q.

**Merits of Binary Relevance method:**

- It is Simple binary classification calculation and relatively fast.
- The independent modelling of BR allows handling the expected differences in frequencies and drift rates of the labels
- Can be coupled with any other classifier
- It can be parallelized to achieve constant time complexity with respect to the number of labels.

**Demerits of Binary Relevance method:**

- It does not consider label correlation ship between each correlated labels.

Another extension of BR method is BR+ method. In this method, it should be observed that BR+ does not make any attempt to discover label dependency in advance. The main idea of BR+ is to increment the feature space of the binary classifiers to let them discover by themselves existing label dependency. In the training phase, BR+ works in a similar manner to BR, i.e., q binary classifiers are generated, one for each label yj Є L. However, there is a difference related to the q binary datasets used to generate the binary classifiers. In BR+, the feature space of these datasets is incremented with q − 1 features, which correspond to the other labels in the multi-label dataset.

### Table 1: Description of notation used in the method

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>xi</td>
<td>The ith stream instance</td>
</tr>
<tr>
<td>Yi = [yi,...,yi]</td>
<td>The label set of xi</td>
</tr>
<tr>
<td>L = [L1,...,L]</td>
<td>Set of observed label</td>
</tr>
<tr>
<td>B = [(x1,Y1),...(xn,Yn)]</td>
<td>Shared buffer example</td>
</tr>
<tr>
<td>Qp = [Q1,...,Qn]</td>
<td>Positive Windows</td>
</tr>
<tr>
<td>Qn = [Q1,...,Qn]</td>
<td>Negative Windows</td>
</tr>
<tr>
<td>np</td>
<td>Size of positive window</td>
</tr>
</tbody>
</table>

**Algorithm 1: Update Model (Xi,Yi)**

- **Input:** Qp,Qn,L
- **Output:** The Updated Model

1. B ← B ∪ {xi, Yi}
2. if Qp > T.V. then
3. L←B
4. elseif Qp = Qn then
5. L←B
6. foreach lj Є L ∩ Y do
7. if lj Є L ∩ Y then
8. Qp ← UpdateWindow(xi,Qp)
9. elseif lj Є L \ Y then
10. Qn ← UpdateWindow(xi,Qn)
11. else
12. L ← L ∪ {lj}, Qp ← null, Qn ← null
13. Qp ← Qp U Qpl, Qn ← Qn U Qnl
14. Qpl ← UpdateWindow(xi,Qpl)

**B. Space-Efficient Implementation of Multiple-Window with Buffer**

In the following, we describe a space-efficient implementation of the proposed multiple windows with buffer scheme. In particular, we discuss the update of window when a new example arrives. The pseudocode of the update method is listed in Algorithm 1. Table 1 summarizes the notation used in the pseudocode.
C. An Efficient Naïve-Bayes Implementation:
We chose naïve-bayes to instantiate the proposed multiple windows approach for the following reasons:
- Naïve Bayesian classifiers assume that there are no dependencies amongst attributes. This assumption is called class conditional independence. It is made to simplify the computations involved and, hence is called "naïve". This classifier is also called idiot Bayes, simple Bayes, or independent Bayes.
- It uses a very intuitive technique. Bayes classifiers, unlike neural networks, do not have several free parameters that must be set. This greatly simplifies the design process.
- Since the classifier returns probabilities, it is simpler to apply these results to a wide variety of tasks than if an arbitrary scale was used.
- It does not require large amounts of data before learning can begin.
- Naïve Bayes classifiers are computationally fast when making decisions[42,43,44].

IV. EMPIRICAL RESULTS
A. Datasets:
We experimented on three large real-world textual multi-label datasets. Table 2 presents the main statistical properties of these datasets.
The tmc2007[52] dataset comes from a competition organized by the text mining workshop of the 7th SIAM international conference on data mining. The original data comprised 28596 aviation safety reports in free text form, annotated with one or more out of 22 problem types that appear during flights. The reuters (rcv1v2)[53,54] data set is a well known benchmark for text classification. It contains 804414 news articles over 365 days assigned to one or more out of 103 topics.

Text representation in all datasets follows the bag-of-words model. Boolean vectors are used in tmc2007, while tf-idf vectors are used in the case of rcv1v2. We applied feature selection to tmc2007 and rcv1v2 to select the top 500 features according to the \( \chi^2 \)max criterion as described in. Note that both the calculation of the tf-idf vectors as well as the feature selection process are based on the complete dataset, hence they would not be feasible under a real data-stream environment. A dynamic feature space method should be used instead, but this is outside of the focus of this paper. Note also that tmc2007 is in fact static datasets with no specific instance ordering. We treat these datasets as streams and process them in their default order. On the other hand all instances in rcv1v2 are time ordered and are considered in this order.

<table>
<thead>
<tr>
<th>Name</th>
<th>D</th>
<th>X</th>
<th>L</th>
</tr>
</thead>
<tbody>
<tr>
<td>tmc2007</td>
<td>28596</td>
<td>500b</td>
<td>22</td>
</tr>
<tr>
<td>rcv1v2</td>
<td>804414</td>
<td>500n</td>
<td>103</td>
</tr>
</tbody>
</table>

Table 2: Multi-Label Data Sets and their statistics. [D]: number of instances, [X]: number of attributes (b: binary/n: numeric), [L]: number of labels.

B. Baselines and Settings for All Algorithm:
We compare the performance of our method, denoted Multiple Window(Buffer) with Multiple Window approach which contain two fixed size moving window one for positive and one for negative examples.

The MW (Buffer) approach were used a Naïve Bayes classifier while MW approach were used a kNN classifier in order to compare them with the proposed approach on the same basis.

C. Evaluation Measures & Methodology:
To evaluate the effectiveness of the methods we use the train-then-test (or prequential) evaluation methodology, where each example is first classified using the current classification model and it is then used to update the model. This way the classifier is tested against all stream examples before seeing them.

We use two measures to evaluate the effectiveness for a single label. The first one is \( F_1 \), the harmonic mean of recall and precision, while the second one is the area under an ROC curve (AUC). AUC is appropriate for threshold independent evaluation, since it is calculated based on the confidence scores given by a classifier. We use macro-averaging to calculate a single measure across all labels, because it gives equal weight to each label in contrast to micro-averaging, which is dominated by high frequency labels.

To show the evolution of the models we calculate and report their performance every \( \lceil D/20 \rceil \) instances (approximately), on the previous \( \lceil D/20 \rceil \) instances. In addition, we report the macro-averaged \( F_1 \) for all stream instances to get an impression of the overall performance. Unfortunately, the calculation of macro-averaged AUC over all stream instances was infeasible, since it requires storing all the confidence scores from the beginning until the end of the stream, consuming all the available memory.

<table>
<thead>
<tr>
<th>Accuracy Measured</th>
<th>MW(Buffer)</th>
<th>MW</th>
</tr>
</thead>
<tbody>
<tr>
<td>F-measure(tmc2007)</td>
<td>0.88</td>
<td>0.84</td>
</tr>
<tr>
<td>ROC-Area(tmc2007)</td>
<td>0.84</td>
<td>0.63</td>
</tr>
<tr>
<td>F-measure(rcv1v2)</td>
<td>0.64</td>
<td>0.88</td>
</tr>
<tr>
<td>ROC-Area(rcv1v2)</td>
<td>0.67</td>
<td>0.92</td>
</tr>
</tbody>
</table>

Table 3: Result on macro \( F_1 \) (F-measure)

Table 3 reports the results on the threshold dependent macro-averaged \( F_1 \) measure for all datasets. For each method, the two columns show the performance with and without thresholding.

We first notice that all two methods have substantial gains in macro-averaged \( F_1 \) when the thresholding technique is utilized. This shows that the proposed thresholding technique works quite well and at the same time stresses the importance of using a proper thresholding strategy for multi-label classification of data streams.

Next, we note that MW (Buffer) is better than MW in macro-averaged \( F_1 \) in all datasets, both with and without thresholding. This shows again that the multiple windows with buffer approach give the best result in all situations[26].
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Figures 4, 5, 6 and 7 present the F-measure, ROC-Area, Kappa-Statistics and Mean-Absolute-Error of tmc2007 and rcv1v2 respectively. The proposed multiple windows with buffer approach consistently outperforms multiple windows approach on all datasets in this threshold-independent evaluation. The boost in performance is more apparent in rcv1v2.

V. CONCLUSIONS AND FUTURE WORK

We presented a novel method for multi-label stream classification which adopts a multiple windows approach with buffer MW (Buffer) to deal with concept drift and skewness in the distribution of positive and negative examples of each label. In general we get more positive examples as compared to Negative examples in datasets with this approach. Our method, being independent of the base classifier, offers a general framework for dealing with evolving multi-label streams. Space and time efficient implementations of this method were discussed.

The empirical evaluation showed that 1) the theoretical advantage of our learning method is verified in practice by substantial gains in positive to negative examples in datasets using Buffer approach.

In the future we plan to 1) give our method the ability to model label correlations by utilizing methods, 2) dynamically adjust the size of the positive window of each label using a drift detection method, 3) employ a mechanism to efficiently deal with label set expansion, 4) experiment with different binary base classifiers and tree classifiers and 5) evaluate our method in synthetic datasets modelling various concept drift patterns and imbalance degrees.
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