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Abstract— Cloud computing is one of the most emerging technology of the world. Due to rapid increase in the number of data centers to provide the services to the users the power consumed and operational costs of them is going on increasing day by day. Due to high power consumption and continuous working the amount of CO2 emission is going on increasing which is adding up to the greenhouse effect. So there is a need to create an energy efficient system where the power consumption is less. Virtualization can be used to reduce the power consumption by data center. VM placement deals with the optimal choice of physical machine where it should be placed. Moreover the main aim for making it energy efficient is to transfer the load of fewer servers and switch off the idle servers. So in this paper a summary of various VM placement algorithms are discussed and energy conservation parameters are also discussed.
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I. INTRODUCTION

Cloud computing is one of the most emerging fields of the world. It follows “pay as you go” model. This means that you only need to pay for the services which you use. In today’s scenario it is very costly to build up your own applications, software, infrastructure, etc. so cloud providers rent the users their services and cost effective way to use them.

The demand for services is increasing day by day due rapid growth and this has led to the formation of large data centers. Moreover these data centers consume very large amount of energy and power, so we need to find a solution for reducing the power consumption. Apart from this the very high power consumption has led to the increase in carbon-dioxide components in the atmosphere. As a result of this the greenhouse effect has increased so we need to find some measures for decreasing the power consumption and environment friendly cloud computing.

The study mentioned in [1] shows that the total power consumed by data center was around 38 Giga Watt (GW) in 2012. By comparing the results with 2011 it was found to be 63% more consumption of power. According the McKinsey report [2], the authors of [3] have found out “The total estimated energy bill for data center in 2010 is 11.5 billion and energy costs in a typical data center double every five years”. Hence it becomes very important to reduce power consumption.

II. GREEN COMPUTING

Green computing has gained focus in the last few years because of current energy optimization. Cloud providers do not focus on energy consumption. Almost 50% of the infrastructure remains unused. There are various energy saving techniques for green cloud computing to reduce cost, power consumption, energy consumption, CO2 emission, etc. Here I have focused on virtual machine placement strategy for reducing the power consumption.

The main focus is to use virtualization and migration techniques to find out where the VM (virtual machine) should be placed i.e. on which particular PM (physical machine). The ideal servers should be shut down for decreasing power consumption and their workload be shifted to other server.

The result will be energy efficient virtual machine placement in cloud algorithm.

The green cloud architecture [4] is as shown:

As shown in figure, the client can be a company requesting for services. The green cloud middleware manages the whole scenario of allocating services to the cloud in such a way that the power consumption is less and more energy efficient framework. The user application and services build up the middleware. The private cloud is made up of few servers for storage, processing, etc. and the middleware. This architecture is a hybrid cloud which consists of both private and public cloud. The green cloud middleware requests the green broker to provide the green cloud.

III. VM PLACEMENT ALGORITHM

The researches have proposed [5], VM placement is the process of deciding where the virtual machine should be placed. It chooses the proper physical machine to host the virtual machine. VM decision has to be made at two places: First, when the VM is created, the care has to be taken that the VM is placed on the proper physical machine which can satisfy the needs (CPU utilization, memory, network, disk space) of the virtual machine. Second is when the VM is migrated, the care has to be taken that the target machine can take up the workload easily and the time and cost of migration is not more.

There are various strategies for virtual machine placement [6] which are described as below:
The VM placement algorithm can be classified into two basic approaches.

Power based approach is gaining its importance day by day due to the increase in cost of power and increasing demands for power consumption for computation and cooling of resources. The mapping of VM to PM is done in such a way that the servers are capable of being utilized to full extent and the idle servers can be switched off. This helps in improving the efficiency.

Application QOS Based Approach focuses on maximizing the quality of service. There is a constant monitoring of virtual machine and implementing policies for workload. This approach can lead to better utilization and savings.

The placement problem is non-deterministic hence we discuss few approaches.
- Constraint Programming,
- Bin Packing Algorithm,
- Stochastic Integer Programming,
- Genetic Algorithm.

A. Constraint Programming:
It is used for the combinatorial search problems where the solution should satisfy certain constraints and automatically manage the virtual machines. The basic steps include first of all declaration of domains of variables. Then we need to decide the constraints on declared variables and search for the domain. VM placement here is considered as two-step process. It depends on local decisions for each application environment. Then the local decisions of all applications are given as input to the global decisions. The main aim is to maximize the global utility function. VM problem as constraint programming can be explained as: Constraint: Number of available physical machines and maximizes the global utility function. Model: Find VM allocation vectors. This type of approach is useful when we have input data and we know the demands of VM. As the number of constraints increases more time is taken to reach the optimal solution.

B. Bin Packing Algorithm:
Here the various physical machines are assumed to be as bins and the virtual machines as different objects which have to be placed on the bins. The best efforts as made so that minimum numbers of physical machines are on at a same time. It has been summarized into three steps: firstly we need to study the past demands and form a pattern based on it, then forecast future demands based on the pattern observed earlier and at last map the virtual machines on the particular physical machines. This is called MFR (measure-forecast-remap).

This approach is mostly used for dynamic VM placement in the situations where demands are highly changing. As it is heuristic based approach it is difficult to get optimal solution but you can get a good solution in predefined amount of time. The dynamic placement reduces the number of PMs to half. It is helpful in the situations where PMs have same memory and configurations.

C. Stochastic Integer Programming:
There are few conditions where the actual demands are not known but there are few ways in which the demands can be estimated. Based on this the mapping of virtual machine to physical machine is done in three steps: Reservation- here the demands of users are not known and resources are allocated. Utilization- all the resources which have been reserved are used. On demand- there are certain situations when the reserved resources become scarce and demands increase, in such a scenario resources can be made available on demand basis.

This works best when the prices of resources and future demands are not known but somehow we can know or calculate the probability distributions. It can be helpful in the situations where there are two or more unknown cost dependent factors.

D. Genetic Algorithm:
It is a heuristic based search technique useful in the situations where objective functions change dynamically. It starts with initialization of solution and keeps on applying genetic operators on it till we get optimal solution. A genetic algorithm typically requires a genetic representation of the solution domain and fitness function to evaluate the solution domain.

This is generally used when there are static placements and demands don’t vary much.

Hence depending on the applications and type of demands one can use any of the above algorithms to reduce the cost and power consumed.

IV. VM MIGRATION
VM migration is defined as a process where the virtual machine is moved transparently from one physical machine to another. In such a process the application or virtual machine on the host is active during the transfer. Here the memory, data storage, network elements are transferred from one machine to another. Basically there are two ways of transferring memory from one physical machine to another which are discussed as below.

A. Pre-Copy Memory Migration:
It works in two phases:
1) Warm-Up Phase:
Here in all the pages are copied on from source machine to the destination machine. During this transfer process the...
virtual machine is still active. If some changes are made to the pages which have already been copied then such pages are resent to the destination machine. These pages will be recopied till the page recopied rate is not less than the page dirty rate.

2) **Stop-and-Copy Phase:**
Once the warm-up phase is completed the execution of source machine is stopped and the remaining dirty pages are recopied. After that the working is resumed at the destination machine. The time between the stopping of work on source machine and resuming it on the target machine is known as downtime and special efforts are made to reduce it so time is not wasted between executions.

**B. Post-Copy Memory Migration:**
In the post-copy migration the first step is to stop the execution on the source machine. The time when the execution is suspended some part of the source content (CPU registers, memory or pages) is transferred to the destination machine and the working is then resumed and started at the target machine. After the execution is started again other remaining content (memory, etc.) is transferred from the source to target machine. If someone tries to access the content/page which has not yet been transferred, at that time the page fault occurs and the content is unavailable. This sort of continuous situation can degrade the performance and affect the working.

**V. EVALUATION METRICS FOR VM PLACEMENT**
It is very important to study various parameters that affect the efficiency of the system. The following parameters add up to calculate the efficiency of VM placement algorithms and have been summarized in [5].

**A. Energy Consumption:**
As observed in [7], the total energy consumed is very important concern depending on which the total power consumption is calculated. Energy consumption is calculated for almost all VM placement and it affects the decision so proper care has to be taken to calculate it. As the power consumption increases the CPU utilization also increases. The power consumption is calculated from the idle state to fully operational state. The relationship can be shown as in (1)

$$ P(u) = P_{idle} + (P_{busy} - P_{idle}) * u $$  

(1)

Where $P(u)$ is the estimated power consumption
$u$ is the current CPU utilization
$P_{idle}$ is the power consumed by ideal server
$P_{busy}$ is the power consumed by the server when it is fully utilized

**B. Total Migration Time:**
As observed by the authors in ([8], [9], [10]) the total migration time depends on many factors. The first one can be considered to be the amount of memory which has to be transferred from the source to the destination machine and the available network bandwidth. The relationship can be shown as

$$ T_{mig} = \frac{V_{mem}}{b} $$

(2)

where $T_{mig}$ is the total migration time
$V_{mem}$ is the amount of memory to be transferred
$b$ is the available bandwidth

In the live migration the transfer of content is done in many phases. First of all the whole RAM is sent and after that the dirty pages are sent and recopied until there is consistency between the source and destination machines. The page dirty rate decides the number of pages that has to be resent whereas the VM memory usage pattern decides how many pages are to be resent. Consider the page size and previous round duration. The relationship for a single round $i$ is as shown

$$ V_{mig,i} = V_{mem} $$

(3)

Where $V_{mig,i}$ is the amount of memory transferred in one round
$d$ is the page dirty rate
$B$ is the amount of memory transferred

**C. Downtime:**
It has been seen in [11], that during the migration the VM is suspended during stop and copy phase for a time interval and the remaining dirty pages are transferred. There is a time interval may be of few milliseconds or seconds between the process of stopping the execution and resuming it at the other end. This time interval is known as the downtime and it should be as small as possible so that we don’t incur any delay in synchronization. Hence the downtime can be shown as

$$ T_{down} = \frac{d*1*t_{i}}{b} $$

(5)

Where $d$ is the page dirty rate
$B$ is the size of page
$t_{i}$ is the duration of previous round

**VI. COST OF VM MIGRATION**

The authors in [12] made an effort to categorize the migration costs as below:

![Migration Costs](image)

Fig. 3: Classification of Migration Cost [12]

The first important parameter affecting the cost of migration is the performance parameters. The total migration time is the total time taken when the migration process starts at the source machine until it is completely resumed and starts operating at the target machine. The other parameter is the downtime which is the time taken in the stop and copy phase wherein the execution is stopped for a particular duration of time.
The second parameter is energy overhead. This depends on the CPU utilization and increases with the consumption of energy. We need to take care of the energy consumed.

The third and important parameter is the performance loss during VM migration. The task is to find the dirty pages and send them. This process of finding the dirty pages requires a supervisor who takes care of all this and other resources are also utilized which increases the cost. The execution time is the total time taken for executing the tasks and throughput is the number of processes which can complete in the given time interval.

![Fig. 4: Classification of Migration Parameters](image)

There are various parameters affecting migration. The physical machine related parameters include the resource utilization of source and target hosts. The current load of system affects the migration costs as this places an extra load on the CPU because of the main memory. The network elements like switches, network interface card, etc. add up to the cost. The virtual machine parameters depend on CPU utilization and network utilization. Other than this it depends on the RAM size which decides how many dirty pages are there i.e. page dirty rate. The migration related parameters refer to the average network bandwidth which is available during source to target transfer and second defines the meantime between migrations.

VII. CONCLUSION

This paper presents few approaches related to VM placement and the evaluation metrics and cost factors affecting VM migration. Due to increasing demands the energy saving techniques have gained popularity. The virtualization helps in this and idle servers can be shut down. Apart from this the source and destination machine can be identified for migration. Hence an effective use of resources can be helpful in achieving energy aware green computing. However the approach depends on the type of applications and demands.
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