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Abstract— Partitioning a large set of objects into homogeneous clusters is a fundamental operation in data mining and big data. The k-means algorithm is best suited for implementing this operation because of its efficiency in clustering large data sets. A clustering algorithm partitions a data set into several groups such that the similarity within a group is larger than among groups. The purpose of this paper is to analysis of k-means algorithm in big data and data mining.
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I. INTRODUCTION

Big Data concerns large-volume, complex, growing data sets with multiple, autonomous sources. With the fast development of networking, data storage, and the data collection capacity, Big Data is now rapidly expanding in all science and engineering domains, including physical, biological and bio-medical sciences[1]. Data mining can be defined as the process of selecting, exploring and modeling large amounts of data to uncover previously unknown patterns. Data Clustering is considered an interesting approach for finding similarities in data and putting similar data into groups. Clustering partitions a data set into several groups such that the similarity within a group is larger than that among groups. The idea of data grouping, or clustering, is simple in its nature and is close to the human way of thinking; whenever we are presented with a large amount of data, we usually tend to summarize this huge number of data into a small number of groups or categories in order to further facilitate its analysis. Cluster analysis is one of the major data analysis methods and the k-means clustering algorithm is widely used for many practical applications. Moreover, most of the data collected in many problems seem to have some inherent properties that lend themselves to natural groupings.

II. RELATED WORK

Some researchers have been improved clustering algorithms. Some were presented new algorithms. And some other studied and compared clustering algorithms. In this section, we will review previous studies that presented influence of different factors on efficiency of a number of k-means clustering algorithm and results were compared.

Big Data applications are to explore the large volumes of data and extract useful information or knowledge for future actions (Rajaraman and Ullman, 2011). In many situations, the knowledge extraction process has to be very efficient and close to real-time because storing all observed data is nearly infeasible. For example, the Square Kilometer Array (SKA) (Dewdney et al. 2009) in Radio Astronomy consists of 1,000 to 1,500 15-meter dishes in a central 5km area. It provides 100 times more sensitive vision than any existing radio telescopes, answering fundamental questions about the Universe. However, with a 40 gigabytes(GB)/second data volume, the data generated from the SKA is exceptionally large[1].

MadjidKhalilian[2] with using of divide and conquer method improves the K-Means algorithm for use in high-dimension data sets. Ru[3] presented the survey of clustering algorithms for data sets including in statistics, computer science, and machine learning, and explained their applications in some benchmark data sets, the traveling salesman problem, and bioinformatics and also subjects like adjacent measures and evaluating clustering were discussed. HE Ling[4] provided a detailed survey of current clustering algorithms in data mining at first, then it makes a comparison among them, presented their scores (merits), and identified the problems to be solved and the new directions in the future according to the application requirements in multimedia domain. Treshansky[5] presented a survey of clustering algorithms and paid particular attention to those algorithms that require less amount of knowledge about the domain being clustered.

Data mining plays an important role in IT as it discovers knowledge from historical data of various domains. For instance data mining can be used to mine medical data as Healthcare domain produces huge amount of data about patients, diseases, diagnosis, and medicine and so on. By applying data mining techniques in Healthcare domain, the administrators can improve the QoS (Quality of Service) by discovering latent potentially useful trends required by medical diagnosis. Abe et al.[6] proposed an integrated time-series data mining environment for mining huge amount of medical data for extracting more valuable rule-sets.

III. PROPOSED WORK

With the rising of data sharing websites, such as Facebook and Flickr, there is a dramatic growth in the number of data. For example, Facebook reports about 6 billion new photo every month and 72 hours of video are uploaded to YouTube every minute. One of major data mining tasks is to unsupervised categorize the large-scale data [Biswas and Jacobs, 2012; Lee and Grauman, 2009; Dueck and Frey, 2007; Cai et al., 2011], which is useful for many information retrieval and classification applications.

Fig.1: Clustering process on Big data
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Fig. 2: Clustering process on Data Mining
Since clusters are not predefined, adomain expertisoften required tointerpret themeaning of the created clusters. Here we are going to find k-means algorithm how used in big data and data mining.

A. K-means algorithm:
The k-means algorithm (MacQueen 1967, Anderberg1973) is built upon four basic operations: (1) selection of the initial k means for k clusters, (2) calculation of the dissimilarity between an object and the mean of a cluster, (3) allocation of an object to the cluster whose mean is nearest to the object, (4) re-calculation of the mean of a cluster from the objects allocated to it so that the intracluster dissimilarity is minimised. Except for the first operation, the other three operations are repeatedly performed in the algorithm until the algorithm converges. The essence of the algorithm is to minimise the cost function

\[ E = \sum_{i=1}^{k} \sum_{j=1}^{n} d(x_j, \bar{y}_i)^2 \]  

where n is the number of objects in a data set X, \( \bar{y}_i \) is the mean of cluster i, and \( d(x_j, \bar{y}_i) \) is an element of a partitioning matrix \( y_{nx} \) as in (Hand 1981). A dissimilarity measure usually defined by the squared Euclidean distance.

There exist a few variants of the k-means algorithm which differ in selection of the initial k means, dissimilarity calculations and strategies to calculate the cluster means (Anderberg 1973, Bobrowski and Bezdek 1991). The sophisticated variants of the k-means algorithm include the well-known ISODATA algorithm (Ball and Hall 1967) and the fuzzy k-means algorithms (Ruspini1969, 1973). Most k-means type algorithms have been proved convergent (MacQueen 1967, Bezdek 1980, Selim and Ismail 1984). The k-means algorithm has the following important properties:

1. It is efficient in processing large data sets. The computational complexity of the algorithm is \( \mathcal{O}(tkmn) \), where m is the number of attributes, n is the number of objects, k is the number of clusters, and t is the number of iterations over the whole dataset. Usually, k, m, t \( \ll n \). In clustering large datasets, the k-means algorithm is much faster than the hierarchical clustering algorithms whose general computational complexity is \( \mathcal{O}(n^2) \) (Murtagh 1992).

2. It often terminates at a local optimum (MacQueen1967, Selim and Ismail 1984). To find out the global optimum, techniques such as deterministic annealing (Kirkpatrick et al. 1983, Rose et al. 1990) and genetic algorithms (Goldberg 1989, Murthy and Chowdhury 1996) can be incorporated with the k-means algorithm.

3. It works only on numeric values because it minimises a cost function by calculating the mean of clusters.

4. The clusters have convex shapes (Anderberg 1973). Therefore, it is difficult to use the k-means algorithm to discover clusters with non-convex shapes.

B. K-means algorithm in Big data:
The k-means (Lloyd) algorithm, an intuitive way to explore the structure of a large data set. The idea is to view the observations in an N variable data set as a region in N dimensional space and to see if the points form themselves into clusters according to some method of measuring distance. To apply the k-means algorithm one takes a guess at the number of clusters (i.e., select a value for k) and picks k points (maybe randomly) to be the initial center of the clusters. The algorithm then proceeds by iterating through two steps:

1. Assign each point to the cluster to which it is closest
2. Use the points in a cluster at the mth step to compute the center of the cluster for the (m+1)th step

Eventually, the algorithm will settle on k final clusters and terminate.

Fig. 3: k-means on artificial Big data
The k-means clustering on an artificial 2-dimensional data set shows the data come from two different normal distributions, one centered at (0,0) and the other at (1,1). The large circles are show the points within one standard deviation of the true means. The smaller colored circles are the calculated centers of the clusters. For this artificial example, the two clusters do a pretty good job of describing the data. However, for real data the situation will generally not be so clear cut. There is no guarantee that clusters found will be globally optimal, and of course, since the choice of k was arbitrary, there is no reason to believe that the clusters really mean anything.

For example, the first thing to notice about the data is that apparently nobody in the three states involved makes between $175,000 and $300,000. As probably guessed, this is an artifact of how the data were coded. Values of income higher than $175,000 were recorded as some insight. The horizontal clusters indicate that people...
group together more by income than by age, and the black dots which mark the centers of the clusters confirm that people generally get wealthier as they age. Time taken 0.4 seconds to run in R.

Fig. 4: K-means analysis on Large Census Data [8]

C. K-means algorithm in Data mining:

K-means is an iterative clustering algorithm in which items are moved among sets of clusters until the desired set is reached. The algorithm then proceeds by iterating through following steps:

1. The dataset is partitioned into K clusters and the data points are randomly assigned to the clusters resulting in clusters that have roughly the same number of data points.
2. For each data point: Calculate the distance from the data point to each cluster.
3. If the data point is closest to its own cluster, leave it where it is. If the data point is not closest to its own cluster, move it into the closest cluster.
4. Repeat the above step until a complete pass through all the data points results in no data point moving from one cluster to another. At this point the clusters are stable and the clustering process ends.

For example, Government can group its crop variety based on common features. Government does not have any predefined for this label. Based on the outcome of the grouping they will target production and average yield campaigns to the different groups for a particular type of scheme.

The information they have about the farmers include survey number, crop name and variety. The data has been preserved from records in Agriculture Department, Perambalur. The collected data has been entered and analyzed using weka(machine learning). Time taken to run is 0.06 seconds.

Fig. 4: Cluster visualizations using K-means algorithm

IV. CONCLUSION

The study shows that term Big Data literally concerns about data volumes and Clustering is an exploratory technique; used in every scientific field that collects data. Clustering is essential for “Big Data” problem and challenges are scalability, very large number of clusters, heterogeneous data, streaming data, validity.

K-mean algorithm has biggest advantage of clustering large data sets and its performance increases as number of clusters increases. But its use is limited to numeric values.

K-Means algorithm is faster than other clustering algorithm and also produces quality clusters when using in large data.

The most attractive property of the k-means algorithm in data mining is its efficiency in clustering large data sets. However, that it only works on numeric data limits its use in many data mining applications because of the involvement of categorical data.
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