An Efficient Compressed Data Structure Based Method for Frequent Item Set Mining

Devendra Verma¹ Mr. Gajendra Singh²
¹²SSSSIT, Sehore

Abstract—Frequent pattern mining is very important for business organizations. The major applications of frequent pattern mining include disease prediction and analysis, rain forecasting, profit maximization, etc. In this paper, we are presenting a new method for mining frequent patterns. Our method is based on a new compact data structure. This data structure will help in reducing the execution time.

I. INTRODUCTION

In recent years, the size of database used for storing valuable information in an organization has increased exponentially. This has led to a increasing researchers interest in the development of tools capable in the automatic extraction of knowledge from data. Data mining or knowledge discovery in database is a field of research dealing with the automatic discovery of implicit information or knowledge within the databases. The implicit information within databases, mainly the interesting association relationships among sets of objects that lead to association rules may disclose useful patterns for rain forecast, decision support, disease prediction, financial forecast, attribute prediction, marketing policies, even medical diagnosis and many other applications.

With the increase in Information & Communication Technology, the size of the databases created by the organizations for information storage is also increasing. Some of such organizations include retail, telecommunications, petroleum, utilities, manufacturing, credit cards, transportation, insurance, banking etc. There are many more such organizations, involved in extracting the valuable data, it necessary to explore the databases completely and efficiently. Knowledge discovery in databases (KDD) helps to identifying precious information in such huge databases. This valuable information can help the decision maker to make accurate future decisions. KDD applications deliver measurable benefits, including profit maximization, increase in sales and reduced cost of doing business, enhanced profitability, and improved quality of service. So it is clear that the Knowledge Discovery in Databases has become one of the most active and exciting research areas in the database community.

II. RELATED WORK

The first and foremost algorithm for mining all frequent itemsets and strong association rules was the AIS algorithm by [3]. After that, the algorithm was improved and renamed Apriori. Apriori algorithm is, the most popular, classical and important algorithm for mining frequent itemsets.

It is observed that reducing the candidate items from the database is one of the important task for increasing the efficiency. If we can reduce the number of candidate sets then it will result in lower time and space complexity. To do the same a DHP technique was proposed [5] to reduce the number of candidates in the early passes. In this method, the support of an item is counted by mapping the items from the candidate list into the buckets which is divided according to support known as Hash table structure. When a new itemset is encountered if item exist earlier then increase the bucket count else insert into new bucket. At the end the bucket whose support count is less the minimum support is removed from the candidate set.

Partitioning algorithm [1] is based on the concept partitioning. To find the frequent elements on the basis partitioning of database in n parts, it uses memory efficiently. It overcomes the memory problem for large database which do not fit into main memory because small parts of database easily fit into main memory. This algorithm is divided into two main passes.

The sampling algorithm [6] is used to overcome the limitation of I/O overhead by not considering the whole database for checking the frequency. This algorithm is based in the idea to pick a random sample of itemset R from the database instead of whole database D. The small sample is picked in such a way that whole sample is accommodated in the main memory. In this algorithm we try to find the frequent elements for the sample only and there is chance to miss the global frequent elements in that sample therefore lower threshold support is used instead of actual minimum support to find the frequent elements local to sample. In the best case, the sampling algorithm requires only one pass to find all frequent elements if all the elements included in sample and if elements missed in sample then second pass are needed to find the itemsets missed in first pass or in sample [7].

The DIC algorithm [4] was also used to reduce the number of database scan. It is also based upon the downward disclosure property in which adds the candidate list into the buckets which is divided according to support. This algorithm is divided into two main passes.

III. PROBLEM DEFINITION

Let I = {I₁, I₂, In} be a set of all items. Then a k-item set α, which consists of k items from I, is frequent if α occurs in a transaction database D no lower than θ |D| times, where θ is a user-specified minimum support threshold (called min_sup), and |D| is the total number of transactions in D.
IV. PROPOSED WORK

Scan the transaction database to find the frequency of all size-1 itemsets. In this step, we count each item’s support by using compressed data structure, i.e., head and body of the database. Here, body of the database contains itemset with their support and arranges in the lexicographic order, i.e., sorted order. Then erase all those size-1 itemsets of step 1 whose support is less than the MST. Then eliminate the infrequent item from each transaction. We will get a modified data base. Repeat the same procedure again and again, until there are elements to mine.

V. CONCLUSION

In this paper, we presented a novel compressed data structure based algorithm for mining frequent patterns. This algorithm efficiently mines all the possible frequent item sets from a transaction data base. The time required in the overall frequent item set mining is less in comparison to the existing algorithm.
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