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Abstract— Aiming at establishing stereo correspondence for the extraction of the 3-D structure of a scene, major recent developments are reviewed. Wide categories of stereo algorithms are identified based upon differences in image geometry, matching primitives, and the computational structure used. The matching approach to solve the supposed correspondence problem in static, binocular stereo vision has its limitations. Specifically, matching is of no use in occluded areas because there is nothing to match in those regions. Other kinds of problems, like large regions of the image with a very uniform surface result in erroneous matching in almost every case. Disparity in such regions can be determined with a different approach, based on well-known details and principles of stereo vision. Here Performance of these Disparity map on various classes of test images is reviewed and the possible direction of future research is indicated.

I. INTRODUCTION:
Stereo matching is one of the most active areas in computer vision because it is the basis for the accurate acquiring of image depth, which is important to applications in vision systems, such as object tracking, recognition, and path planning, etc. Although lots of algorithms have been proposed for stereo matching, especially for disparity map calculation, there are still many challenging works needed to be done caused by texture less, occlusion, etc. Bela Julesz was using computer synthesized stereoscopic pairs to explain binocular depth perception in the 1960's [11]. Some of the first computer algorithms to find depth from an arbitrary stereoscopic pair were devised in the 1970's [12], [13], [14], when researchers developed cooperative algorithms to investigate stereopsis. The correspondence problem (stereo matching), has had a more or less continuous evolution with its ups and downs. From the beginning, the difficulty of the matching problem was recognized and a set of constraints and rules were proposed to limit the number of possible matchings [14]. Since good quality matching’s occur only sparsely along a stereo pair many algorithms have concentrated on producing a sparse disparity map, [9]. Also, many algorithms have been devised to produce a dense disparity map. A review of the vast literature that has been published on stereo matching will not be attempted in this document but readers may refer to [15], and [16]. Here we provide a brief review of the state of the art in stereo vision. An exhaustive survey of the literature is beyond the scope of this document. Some books cover the basics of the subject: [5], [6], [7], [8], [9], [10].

II. RECTIFIED IMAGES
Fig. 1 shows a flow chart of the disparity map. The input contains two rectified images. A transformation which makes pairs of conjugate epipolar lines become collinear and parallel to the horizontal axis (i.e., baseline). Searching for corresponding points becomes much simpler for the case of rectified images.

Fig. 1: The Flowchart of general Disparity Map

III. REFERENCE IMAGE SEGMENTATION
The first step in the workflow is to decompose the reference image into regions of homogeneous color or grayscale. The algorithm assumes that disparity values vary smoothly in those regions and that depth discontinuities only occur on region boundaries. Over-segmentation is preferred, since it helps to meet this assumption in practice. Therefore mean shift color segmentation recently successfully applied to image segmentation by Comaniciu and Meer [2] is used. The Mean-shift analysis approach is essentially defined as a gradient ascent search for maxima in a density function defined over a high dimensional feature space. The feature space includes a combination of the spatial coordinates and all its associated attributes that are considered during the analysis. The main advantage of the mean-shift approach is based on the fact that edge information is incorporated as well.

IV. STEREO MATCHING FOR INITIAL DISPARITY
The many different approaches that have been developed differ in the kind of features used for matching, or in their conception of matching space, or in the nature of matching
algorithms, or in the metrics used to judge similarity. Salvador et al.[17] gives a detailed description. A variety of features have been used for matching by a number of authors including:

- **Pixel to pixel stereo:** Regardless of any interpolation procedure or any mode of interaction with neighboring pixels, or any support aggregation scheme, algorithms use intensity values of individual pixels to estimate disparity [18].

- **Window based (fixed 2D window):** The basis for comparison of positions on different images is the result of a computation on the elements of a neighborhood of fixed size. Windows have been very popular and are traditional within the correlation approaches [9]. This approach has been made more robust by methods that work on a ranking of intensities of the window elements and use special metrics to compare candidate matching. An approach using more than one fixed window for each position is described by [19]. Other window-based features can involve the output of filters or edge detectors [20].

- **Variable 2D window:** Some approaches adaptively increase the size of an initial window, depending on a threshold on a variance measure [21], being more robust in large homogeneous areas of stereoscopic pairs. An advanced variable window method was proposed by [22] that finds the affine transformation that deforms the window in one of the images in such a way that a correlation measure is optimized.

- **Adaptive-window Selecting Using HOG:** In this method, we extract three channels of reference image and mark the three images as IR, IG, and IB, then divide IR, IG, and IB into an image window of fixed size, say, 32x32 pixels. Next, ori (h, w) is calculated in each window [1]. Computing the variance in each image window of IR, IG, and IB and comparing the variances in corresponding window, if the largest value is greater than a given threshold, then we Consider the orientation in this window is obvious in one channel and therefore we divide the window into four equally sized sub-windows, then calculate HOG within the sub window in the same way. The procedure will be stopped when the window cannot be divided further. In this way we can obtain the optimal window for each pixel in the reference image.

- **Arbitrary feature vector:** A feature vector for each position is constructed with results of computations such as the output (magnitude and phase) of a bank of Gabor filters that sample all possible orientations, frequencies and scales, (as reported in [23]). Another example is a feature vector with three components: grey-level intensity in the first component, and derivatives along the x and y directions in the second and third components.

All of the above choices may use color information for matching purposes increasing reliability significantly. The matching space is the geometrical disposition of information useful for matching. It may be imagined as a continuous space, but algorithms work with sampled, discrete versions of it. For most matching procedures working with epipolar lines it is a 2D space with its axes corresponding to epipolar lines from the left and right images. For 3D approaches it usually is a 3D space where two of its coordinate axes are just the horizontal and vertical axes of one of the images, the third axis representing disparity or depth. Some approaches define and use a more sophisticated matching space where it is a projective 3D space, allowing conversion between disparity and depth, and transformation of information between different points of view. Sometimes adding extra dimensions on top of this, which aids in decision making for disparity, color and transparency retrieval. The nature of the matching algorithm can be very different from one approach to another:

- **Dynamic programming** which minimizes some sort of cost function is a popular choice because it allows natural statements of some constraints such as occlusions, continuity and monotonicity [19], ordering, exclusion of double occlusions etc. See also [18].

- **Graph theoretical algorithms** play a role in approaches that state the matching problem as a problem in a graph. When stating it particularly as a maximum flow problem there is no need for explicit use of epipolar geometry, allowing use of multiple cameras with arbitrary geometries. The solution gives a minimum-cut that corresponds to disparity. The Bayesian approach allows a probabilistic statement of the matching problem, involving an imaging model that takes into account a priori information necessary to add constraints to possible solutions, and a prior model that reflects statistical properties of scenes where the theory is supposed to work. Bayes’ Theorem combines these models giving a posterior distribution. Minimization of the expected value of a cost function computed with respect to the posterior distribution gives the MAP (Maximum a Posteriori) or the MPM (Maximizer of Posterior Marginals) estimator, depending on the cost function definition. The optimization problem may be solved using dynamic programming [19] or when working with paradigms like Gauss-Markov-Measure-Fields the problem will be solvable using some other standard optimization techniques.

- **Phase-Based Methods:** Images are convolved with quadrature filters (v.g.; Gabor filters) and disparity is computed from the measured phase difference. The simplicity of these approaches is appealing and they automatically provide sub pixel precision, however, the disparity range in which these methods are reliable is usually small (about one half the filter's wavelength) and it is difficult to obtain precise disparity edges. For these reasons they were not implemented for comparison and discussion in this document. This approach can be combined with motion cues to improve performance.

- **A geometric approach using a partial differential equations (PDE).** It defines a variational principle that must be satisfied by the surfaces of the objects in the scene and their images (more than two). The derived Euler-Lagrange equations provide a set of PDEs which govern evolution of an initial surface towards the observed scene objects. When implemented with level sets surface evolution it can manage multiple objects. It assumes that scene objects are graphs of smooth
functions and that they are perfectly lambertian. It can handle multiple views. It has been applied to simple synthetically objects.

• Cooperative algorithms were developed which operate on many "input" elements and reach global organization through local interaction constraints [14]. Two constraints were identified: C1, where ach point has a unique position in space at any time; and C2, where matter is cohesive. These constraints lead to two rules: R1. On uniqueness (each point from each image can be assigned at most one disparity value); R2, on continuity (disparity varies smoothly almost everywhere). These constraints and rules have been applied to random dot stereograms. Recently, Zitnick and Kanade have proposed a cooperative algorithm that works with 3D support to enforce or inhibit match values in a 3D disparity space.

• Multi-frame procedures use more than two images to strengthen the certainty of matches or simply provide a natural way to include information from more than two images.

• Multi-resolution approaches estimate disparity on a hierarchy of scales, processing large scales first and using these estimates to initialize matching procedures on smaller scales.

• The stereo matching problem has been stated as a nearest-neighbor problem through the use of intrinsic curves, which are paths that a set of image descriptors trace as an image scan line is traversed from left to right (reminding space phase trajectories in dynamical systems). Metrics are those procedures used by matching algorithms to judge similarity between features. If features are point-like, such as single pixel grey-scale values they may be compared using the absolute value of the difference of candidate points. Alternatively, squared differences can also be used. If ID, 2D or 3D features are used, the L1, L2 or L∞ norms may be used, or alternatively a correlation measure. Some probabilistic approaches using Bayesian estimation employ likelihoods as metrics, where greater likelihood values correspond to greater similarity.

The scope of most matching algorithms extends to a disparity map, though there has been some recent interest in reconstructing realistic 3D scenes mapping textures on a depth map (with applications to virtual reality in mind). These algorithms require interaction with graphics which poses new problems, since the quality of the output of most matching algorithms is not enough to meet the demands of these new applications. Some matching algorithms are now designed to retrieve disparity, color and transparency simultaneously [24] Matching algorithms can be found in software or hardware implementations, sequential or parallel. Some general purpose stereo systems include two, three or more cameras, and allow video rate computation of disparities.

V. PLANAR FITTING AND DISPARITY MAP REFINEMENT

The reliable correspondences are used to derive a set of disparity planes that are adequate to represent the scene structure. This is achieved by applying plane fitting method and a successive refinement step.

A. Segmentation-based plane fitting:

Depth in each segment is then represented as a 3D planar surface model according to Tao et al. [39]: \( \frac{1}{\lambda} = Ax + By + C \) Since depth of a pixel is inversely proportional to its disparity: \( Z = \lambda Bf/d \), we can model disparities in each segment as a 3D planar surface: \( d = ax + by + c \).----(1)

Our goal is to find out the least square solution \((a,b,c)\) of this linear system. Considering that the least square method is very sensitive to the effects of outliers, only those points with reliable disparities are adopted to fit the plane.

A robust fitting process proposed is used to obtain plane parameters. In the first iteration, reliable points in a segment are selected to fit the plane. Then, if the disparity of a point is not within a given range \( \alpha \) of the fitted plane, we assign it with a new disparity which can achieve Lowest matching cost in the given range. The renewed disparity map should be used to fit a new plane. The process iterates until the change of plane parameters is below a threshold \( \beta \). If some segments, which are too small or lying on occlusion areas, don’t have enough reliable points for solving a linear system, they should not be fitted to a plane model.

B. Disparity map refinement:

The purpose of this step is to increase the accuracy of the disparity plane set by repeating the plane fitting for grouped regions that are dedicated to the same disparity plane. With fitted-plane parameters of each segment, we can fill the occlusion regions in disparity map. Let \( m(Xm, Ym) \) denote an occluded pixel, we compute its disparity according to (1).

\[ dm = aXm + bYm + c \] (2)

Similar as in (1), to refine the disparity map for the segment that hasn’t been fitted, all the plane models computed in the previous step are used to compute a matching cost. Then the model which gives the minimal matching cost is selected. The matching cost of a segment is defined as the sum of pixel-to-pixel matching costs inside it:

\[ C\text{seg}(A,P) = \sum_{t \in A} C(t, d), t \in A \]

Where \( A \) is the segment, \( P \) is the plane model; \( t d \) denotes the computed disparity for pixel \( t \) under model \( P \).

VI. DISPARITY PLANE ASSIGNMENT

In the final step an optimal solution for the segment-to-disparity plane assignment is searched. Therefore the stereo matching is formulated as an energy minimization problem for the labeling \( f \) that assigns each segment \( s \in R \) a corresponding plane \( f(s) \in D \). The energy for a labeling \( f \) is given by:

\[ E(f) = E_{data}(f) + E_{smooth}(f) \]

where

\[ E_{data}(f) = \sum_{s \in R} C_{seg}(s, f(s)) \]

and

\[ E_{smooth}(f) = \sum_{(x_i, x_j) \in S_N \mid f(x_i) \neq f(x_j)} \lambda_{disc}(s_i, s_j) \]
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SN represents a set of all adjacent segments and $\lambda_{\text{disc}}(s_i, s_j)$ is a discontinuity penalty that incorporates the common border lengths and the mean color similarity as proposed in [29]. An optimal labeling with minimum energy is approximated using Loopy Belief Propagation [30] where the message passing takes place between adjacent segments.

VII. RESULTS

The stereo image pairs downloaded from Middlebury website http://cat.middlebury.edu/stereo/. Table 1 compares the stereo matching performance quantitatively with data from Middlebury evaluation engine. The number in the table is the error rate of each method. ADSW, BP, CDS, OR, GC, Double BP, Adaptive BP. The error rates of the methods without from Middlebury’s evaluation website and [26]. The program of ADSW was written by Yoon [25], but the performance is different from what he claimed due to the lack of restoration phase. The error rate of the proposed CDS is better than BP, ADSW, GC. Note that the performance of these methods may also be enhanced by combining with segment constraint or occlusion constraint. OR’s stereo matching performance is very similar to CDS’s performance. In tsukuba and venus, OR achieves error rates lower than the error rates achieved by CDS. However, in more complex stereo pairs such as teddy and cones, OR’s error rates are higher than CDS’s. Among the compared methods, adapting BP [27] can achieve a remarkable low error rate because it combines segment constraint, ADSW, plane-fitting, and belief propagation all together. It is by far the method with the best performance, but may also be the slowest method of all.

<table>
<thead>
<tr>
<th>Method</th>
<th>Tsukuba</th>
<th>Venus</th>
<th>Teddy</th>
<th>Cones</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adapting BP</td>
<td>1.37</td>
<td>0.21</td>
<td>7.06</td>
<td>7.92</td>
</tr>
<tr>
<td>Double BP</td>
<td>1.29</td>
<td>0.60</td>
<td>8.71</td>
<td>9.24</td>
</tr>
<tr>
<td>CDS</td>
<td>3.81</td>
<td>1.83</td>
<td>14.8</td>
<td>13.2</td>
</tr>
<tr>
<td>OR</td>
<td>2.27</td>
<td>1.22</td>
<td>19.4</td>
<td>17.4</td>
</tr>
<tr>
<td>ADSW</td>
<td>4.18</td>
<td>3.41</td>
<td>20.6</td>
<td>16</td>
</tr>
<tr>
<td>GC</td>
<td>4.12</td>
<td>3.44</td>
<td>25.0</td>
<td>18.2</td>
</tr>
<tr>
<td>BP</td>
<td>5.14</td>
<td>5.32</td>
<td>23.9</td>
<td>19.5</td>
</tr>
</tbody>
</table>

Table 1: Performance on Middlebury

Fig. 2: The stereo image pair

Fig. 3 shows the qualitative result of CDS method. The disparity map is similar to the ground truth. The disparity boundaries of the teddy bear in teddy and the lamp in tsukuba are almost perfectly preserved. However, in tsukuba, the repeating pattern region on the left of the camera failed to correspond to correct disparities. The pixels in this repeating pattern region are isolated within the same segment. Therefore, their disparity could not be restored by exchanging the matching cost with the neighboring segments. The same problem also happened for the occluded area on the bottom-left of the house roof in teddy. In venus, incorrect disparities are shown near the boundary of object due to wrong segment constraint. This implies the CDS method is dependent on the quality of the segment constraint. In summary, the CDS is a simpler solution which achieves acceptable stereo matching performance slightly lower than the state-of-the-art method, but is much lower in complexity and requires much less runtime.

VIII. CONCLUSION

In this paper we have presented a review of the major techniques developed in the recent past for disparity map from the 3-D structure of a scene from stereo images. It has been shown that the matching approach to solve the so-called correspondence problem in stereo vision has intrinsic limitations. Specifically, matching is of no use in occluded areas because there is nothing to match in those regions. Other kinds of problems, like large regions of the image with a very homogeneous texture will result in erroneous matching in almost every case. A method was proposed to compute disparity in such regions using a different approach, based on well known facts and principles of stereo vision, and its performance was compared to state of the art stereo algorithms. Algorithms need to be improved to give a lower percentage of false matches as well as better accuracy of depth estimates. Performance of algorithms needs to be evaluated over a broad range of image types in order to test their robustness. Most of the stereo work done so far has been limited to developing basic stereo matching capabilities for working with simplistic images. A great deal of research in stereo is needed in order to not only overcome the abovementioned difficulties but also to apply stereo techniques to solve more real-world problems.
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